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ABSTRACT With the rapid popularity of Internet shopping, session-based personalized recommendations
have become an important means to help people discover their potentially interesting items in real-time.
Most existing works only model a session as a sequence and use recurrent neural networks for recommen-
dation. Despite their effectiveness, the results may not be sufficient to capture the potential relationships
between items. In this work, we integrate a graph convolutional layer based on Auto-Regressive Moving
Average (ARMA) filters into the Graph Neural Network (GNN). In particular, it is a new session-based
recommendation framework Graph Convolution ARMA Filter (AUTOMATE), which can capture complex
transformations between items through a sequence of sessions modeled as graph-structured data. Each
session is then represented as the composition of the current interest and the global preference of that session
using an attention network. The rationality and efficacy of the proposed AUTOMATE model are extensively
evaluated on two public real-world datasets. Experimental results show that our model is significantly better
than other state-of-the-art methods.

INDEX TERMS ARMA, attention mechanism, graph convolutional networks, sequential behavior, session-
based recommendation.

I. INTRODUCTION
A. MOTIVATION
As a branch in the field of recommendation, the session-based
recommender system has attracted attention from academia
and industry in recent years. Some e-commerce recommen-
dation systems and news media websites usually track the
visitors’ id, recommending content that may be of inter-
est to users in real-time to improve the user’s experience.
Most existing session-based recommendation methods use
item-to-item similarity, co-occurrence, transition probabil-
ities or Recursive Neural Networks(RNN) for the recom-
mendation. Although effective, learning to predict from an
anonymous session is still a challenging problem due to the
inherent uncertainty of user behavior and limited information
provided by the browser sessions.

The basic purpose of session-based recommendation is to
improve the accuracy of recommendations and improve the
user experience. Although many methods have been pro-
posed so far, session-based recommendation remains in its
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infancy due to the following challenges: (1) The Markov
Chain (MC) [1] assumes that there is a strong dependency
between consecutive items operated by the users. However,
this may not be the case in the real-world transactional data
because a user may just randomly pick up some items he/she
likes into the cart. (2) RNN have made significant progress
in session-based recommendation tasks [2]–[5]. However,
most of existing RNN-based models do not expose the global
knowledge of frequent click patterns or consider the variabil-
ity of user interest drift with time [6]. (3) The self-attention
as a special attention mechanism, has been widely used to
model sequence data, and has achieved significant results in
many applications, e.g., machine translation [7] and sequen-
tial recommendation [8]. However, this operation disperses
the distribution of attention, which results in lacking local
dependencies over adjacent items and limiting its capacity for
learning contextualized representations of items [9].

In general, despite their effectiveness, we argue that the
graph-structured data model has more expressive abilities
to handle repeated or cycled purchases, whereas traditional
sequential methods have difficulty in coping with, these
methods always model single way transitions between con-

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 62053

https://orcid.org/0000-0003-4926-9767
https://orcid.org/0000-0003-0625-0804
https://orcid.org/0000-0002-0654-6026
https://orcid.org/0000-0001-5902-1824
https://orcid.org/0000-0003-0993-9658


H. Wang et al.: Session-Based Graph Convolutional ARMA Filter Recommendation Model

FIGURE 1. An illustration of the user click sequence and corresponding
graph.

secutive items and neglect the transitions among the con-
texts. Thus, complex transitions among distant items are often
overlooked. More specifically, most existing methods use
only descriptive features (e.g., IDs and attributes) to build
embedding functions, and abandon the connection and tem-
poral modeling between items. As a result, when embed-
ding is not enough to capture Collaborative Filtering (CF),
these methods must rely on interactive capabilities to make
up for the suboptimal embedding. In this work, first of all,
we consider that the user clicks on the item is time-series,
and introduces the ARMAfilter method to extract time-series
information in the session, which can effectively evaluate the
time decay effect of the user’s historical preferences on the
current session preferences. However, the traditional ARMA
filters are not located in the node space, which makes their
implementation inefficient. To solve this scalability prob-
lem, we use a recursive formula to represent the ARMA
layer, which leads to a fast and distributed implementation
that exploits efficient sparse operations on tensors. Secondly,
when there are not enough click actions in the session and
there are few loops, it is difficult to predict the user’s next
action. Therefore, we take item as the center and model the
separated session sequence as graph-structured data to bet-
ter capture the complex relationships among items, between
sessions of different users, and sessions of the same user in
different time periods. In addition, the obtained ARMAConv
filters are not learned in the Fourier space caused by a given
Laplacian, but are located in the node space and have nothing
to do with the underlying graph structure. This allows our
AUTOMATE to process graphs with unknown topologies in
inductive inference tasks, thereby better-predicting items that
users might like.

Running example. Figure1 illustrates the concept of the
graph structure formed by the user’s click sequence. Fig-
ure 1(a) shows the user-item interaction, the avatar represents
an anonymous user, and items are represented by circles,
which correspond to i1, i2, . . . , i5 respectively. The user’s
click sequence within a session is marked on the interactive
line, which is represented by t1, t2, . . . , t7 respectively. Fig-
ure 1(b) shows the graph structure between items within the
session (in a single session). This graph structure is a directed
graph composed of the chronological order of items clicked
by the user. This sequence connection contains rich semantics
and can carry graph signals i1 → i3 → i4 → i2 → i5

indicates that there is a certain relationship between these
items. The longer path i1 → i3 → i4 → i2 → i5 → i2 →
i3 → i5 → i3 suggests that the similarity between i5 and
i4, as both item have interacted with i3. Moreover, from the
holistic view of session graph, item i3 is more likely to be of
interest to user than item i5 and i2, since there are three paths
to i3, while only two paths to i5 and i2. Of course, this is just
a graph structure composed of a single session sequence for
a single user. Correspondingly, in our model, we take item
as the center and model all the separated session sequences
as graph-structured data, which is better captures complex
relationships between items, between sessions of different
users, and sessions of the same user at different time periods.

B. SUMMARY OF CONTRIBUTIONS
In this study, we address the limitations of existing graph con-
volutional layers in modeling the desired filter response and
propose a novel graph neural networks framework, namely
Graph Convolution ARMA Filter (AUTOMATE), to explore
rich transitions among items and generate accurate latent
vectors of items, as shown in Figure 2. It can be seen as illus-
trating the workflow of the proposed AUTOMATE method.
Specifically, all historical session sequences are constructed
as a directed graph, where each session sequence can be
treated as a subgraph. Then we process each session graph
in turn and updates an item’s embedding by aggregating the
embedding of the interacted items. After that, we use the
linear weighted sum of the user’s global interests and his/her
local interests in that session as the embedding vector. Finally,
we predict the likelihood of the next click for each session.
This work makes the following main contributions:
• The use of separate session sequence modeling graph
structured data for recommendation is a promising and
challenging exploration. As far as we know, this is the
first time that a graph convolution neural network and an
ARMA method to solve serialized data are considered.
Combined with solving the session recommendation
problem.

• We propose a novel end-to-end model AUTOMATE
to obtain better session representations for predicting
products that users may like.

• Extensive experiments on real datasets have proved
the rationality and effectiveness of our method, and at
the same time, we publish our project and datasets at
https://github.com/HuanwenW/AUTOMATE.

The rest of the paper is organized as follows. In Section II,
we review related research. In Section III, we give a for-
mal definition of the session-based recommendation problem
and describe the proposed AUTOMATE model in detail.
In Section IV, we give comparative experimental results in
different dimensions. In Section V, we summarize the paper
and mention further research directions.

II. RELATED WORK
Session-based recommendation is a branch of the rec-
ommender system, which is a typical application of
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recommender systems based on implicit feedback. Data
only provides positive observations (e.g., click sequences),
without any explicit preference information. In this section,
we briefly review the most related work on session-based
recommendation from the following three aspects, i.e., con-
ventional recommendation methods, ARMA based methods,
and neural network based methods. Here we highlight the
differences with our AUTOMATE.

A. CONVENTIONAL RECOMMENDATION METHODS
One way to attract general interest among users is through
CF approach based on the user’s entire purchase/click history.
For example, MF [10], [11] projects the ID of each user and
item as an embedding vector, and conducts an inner product
between them to predict an interaction. Along with this line,
Yang et al. [12] modeled mutual influence between users,
and mapped users into two low-dimensional spaces: truster
space and trustee space, by factorizing social trust networks.
Koren [13] learned temporal representations by factorizing
the (user, item, time) tensor. Xiong et al. [14] developed
a similar model named time SVD++. Another method is
a Markov Chain (MC) sequential method based on strong
independence related hypotheses. which predict users’ next
behavior based on the user’s previous behavior. For exam-
ple, Zimdars et al. [15] proposed a sequential recommender
based on Markov chains and investigated how to extract
sequential patterns to learn the next state using probabilistic
decision-tree models. Shani et al. [16] study different sequen-
tial patterns for recommendation and found that contiguous
sequential patterns are more suitable for sequential prediction
task than general sequential patterns. Rendle et al. [1] first
proposed a hybrid model of matrix factorization and first-
orderMarkov chains, which can be used for the next shopping
basket recommendation. The third way is called neighbor-
hood methods. For example, Item-KNN [17] based heuristic-
based session K nearest neighbor (KNN) scheme, which
tries to make recommendations based on item similarities
calculated from the co-occurrences of items in sessions. This
cluster-based approach outperforms the above conventional
recommendations in most test configurations and the datasets
at that time.

B. ARMA METHODS
Compared to general approximation filter category solu-
tions [18], the Automatic Regression Moving Average Fil-
ter (ARMA) provides more accurate filter design, in some
cases, provides accurate results when modeling the required
response program solution. And recently manyARMA-based
hybrid models have been proposed [19]–[21]. The basic oper-
ations in graph signal processing include processing signals
indexed on graphs either by filtering them, extracting specific
parts from them or by changing their representation domain
using some kind of transformation or dictionary that is more
suitable for representing the information contained in them
[22]. Zheng et al. [23] proposed a spectral convolution oper-
ation to discover all possible connectivity between users and

items in the spectral domain. Moreover, the graph convo-
lutional layer model based on an Auto-Regressive Moving
Average (ARMA) filter [19] is significantly better than pre-
vious polynomial-based filters.

C. NEURAL NETWORK BASED METHODS
The session-based recommendation method has only
achieved breakthrough development in recent years
[24]–[26]. In summary, The approaches based on RNN [2],
[3], [27] and the method based on Graph Convolutional
Network (GCN) [26], [28], [29] are the two most mainstream
branches, and the purpose of both is to explore the user
preference timing relationships in a session.

RNN has been applied successfully in numerous appli-
cations, such as the most successful model for modeling
sentences the sequential [30], the click prediction [31], loca-
tion prediction [32], and next basket recommendation [33].
Hidasi et al. [2] were one of the first people to explore GRU
as a special form of RNN to predict the next action in
a session. Subsequently, Li et al. [3] proposes a hybrid
encoder with an attention mechanism that can model the
user’s sequential behavior and capture the user’s main pur-
pose in the current session. Recently, Liu et al. [27] proposed
a model that captures the user’s overall interest from the long-
termmemory of the session context, while taking into account
the user’s current interest in the recently clicked short-term
memory, and achieved a good breakthrough.

The emergence of GCN brings new hope for learning
the representation of graph-structured data, which is being
widely used in different tasks [29], [34], [37], [38]. GCN
[35] is a scalable approach that chooses the convolutional
architecture via a localized approximation of spectral graph
convolutions, which is an efficient variant and can operate
on graphs directly as well. After this method, the Graph
AttentionNetwork [36] was proposed, which uses themasked
self-attention layers to address the shortcomings of prior
methods based on graph convolutions or their approxima-
tions. Wu et al. [28] apply GCN on aggregating separated
session sequences into graph-structured data, applying GNN
to generate potential vectors of items, and then representing
each conversation through a traditional attention network.
Subsequently, Xu et al. [26] proposed a graph contextual-
ized self-attention model, which utilizes both graph neural
network and self-attention mechanism, for session-based rec-
ommendation.

In this paper, we combine the ARMA filter with time
series characteristics and convolutional neural network in the
research of session recommendation. This allows our AUTO-
MATE to process graphs with unknown topologies in induc-
tive inference tasks, thereby better-predicting items that users
might like. The difference from the previous research work
is mainly that we construct the separated session sequence
into graph-structure data that can better capture the complex
relationship between items, sessions of different users, and
sessions of the same user at different time periods. In addition,
considering that the user clicks on the item is not isolated but
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time-series, we introduce the ARMA method to extract the
time-series information in the graph model.

III. THE PROPOSED METHOD
In this section, we describe the proposed AUTOMATE
model. We first formulate the problem of session-based
recommendation. Then we describe the architecture of our
model in detail.

A. SESSION-BASED RECOMMENDATION
A session is a set of items (e.g., products, music or movies)
that are collected or consumed in one event or a collec-
tion of actions or events that happened in a period of time.
Given partially known session information (e.g., part of a
session or recent historical sessions), session-based recom-
mendation aims to predict the unknown part of a session or the
future sessions based on modeling the complex relations
embedded within a session or between sessions. Here we give
a formulation of the session-based recommendation problem
as below.

In general, in session-based recommendation, let I =
{i1, i2, i3, . . . , i|I |} denote a set of all unique items. A collec-
tion of items that are interacted by a certain user during a
certain period (e.g., one hours) or in a certain event (e.g., one
shopping visit) constitute a session s = {i1, i2, i3, . . ., i|s|}.
All the sessions together in one dataset denoted by S =
{s1, s2, s3, . . . , s|S|}. Generally, The goal of the session-based
recommendation is predict the next click it by taking the
prior session information as the context and condition, which
is called a session context C in this work. Taking session
sn as the current session for making recommendations (rec-
ommending unknown item it in sn), an intra-session context
C I is the set of items that are already known in sn, namely
C I
= {i|i ∈ sn, i 6= it }. To be exact, our model generates

a ranking list over all candidate items that may occur in
that session. ŷ = {y1, y2, y3, . . . , y|I |} denotes the output
probability for all items, where ŷk (1 ≤ k ≤ |I |) corresponds
to the recommendation score of item it . Since a recommender
typically makes more than one recommendation for the user,
thus we will choose the items with top-K values in ŷ to be the
candidate items for recommendation.

B. AUTOMATE
We now present our AUTOMATE as illustrated in Figure 2.
There are five components in the framework: (1) The input
layer consists of directed session graphs composed of all
session sequences. (2) All session graphs use shared item as
a link to form a more informative graph, the embedding layer
projects item attribute features to vector representations. (3)
The ARMA graph convolutional layer can naturally deal with
time-varying topologies and graph signals, which are used to
obtain the vector of all nodes involved in the session graph.
(4) The hybrid embedded session layer uses the attention net-
work to combine the global preferences and current interests
of each session. And (5) the prediction layer will predict the

probability of each item that will appear to be the next-click
one for each session and make recommendations.

1) SESSION GRAPHS STRUCTURE
Given a session s = {i1, i2, i3, . . . , i|s|}, we treat each item
ik as a node and (ik−1, ik ) as an edge which represents a
user clicks item ik after ik−1 in the session s. Therefore,
each session sequence can be modeled as a directed graph
G = (N ,E), where N is the set of nodes, e.g., N (G) =
{i1, i2, i3, . . . , i|I |}, and E is the set of edges, e.g., E(G) =
{< i1, i3 >,< i3, i4 >, . . . , < ik−1, ik >}. We use
the traditional method, the adjacency matrix A to represent
the relationship between nodes. For example, considering a
session s = {i1, i3, i4, i2, i5, i2, i3, i5, i3}, the corresponding
graph are shown in Figure 1.

2) LEARNING ITEM EMBEDDINGDS ON SESSION
We present how to obtain latent feature vectors of nodes via
graph neural network. Following embedding-based recom-
menders [39], we embed each item in a unified embedding
space, the node vector ei ∈ Rd indicates the latent vector
of item i learned via graph neural networks, where d is
the dimensionality. As a result, we establish the following
embedding table:

NE = [ei1 , ei2 , ei3 , . . . , ei|I | ], (1)

which can be viewed as the latent features of items to char-
acterize their intrinsic properties. At the same time, we use
the adjacency matrix to store the edge relationships. In order
to deal with the occurrence of duplicates in the sequence,
we assign a normalized weight to each edge, that is, calculate
the number of occurrences of the edge divided by the degree
of the starting node of the edge.

3) ARMA GRAPH CONVOLUTION LAYER
Recursive implementation of ARMA filters based on neural
networks has been successfully applied to ARMAConv [19].
A more efficient implementation can be obtained by applying
only a few recursive updates and compensating by adding
nonlinear and trainable parameters. The ARMNConv filters
are not learned in the Fourier space caused by a given Lapla-
cian, but are located in the node space and have nothing to do
with the underlying graph structure. This allows our model to
handle graphs with unseen topologies in inductive inference
tasks. Specifically, we implemented a recursive update using
the Graph Convolution Skip (GCS) layer as follows:

ē(t+1)i = δ
(
L̂ē(t)i W(t)

0 + e(0)i V(t)
)
. (2)

whereW(t)
0 ,V

(t) are trainable parameters, and e(0)i are the ini-
tial node features. The ˆL = I − L = D−1/2AD−1/2 denotes
the modified Laplacian, L = I− D−1/2AD−1/2 (D is the
degree matrix and A is the adjacency matrix.) This modifica-
tion is a reasonable simplification, which can compensate for
small deviations introduced by the trainable parametersW(t)

0
and V(t). And δ(·) represents the logistic sigmoid function.
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FIGURE 2. Schematic overview of AUTOMATE, which model all session sequences as session graphs. Where in the arrowed lines present the flow of
information.

Each GCS layer extracts local substructure information by
aggregating node information in local neighborhoods and,
through the skip connection, by combining them with the
original node features. The computational complexity of GCS
layers is linear in the umber of edges, and can be efficiently
implemented as a sparse product of L and ei.

Construct K parallel stacks, each with T GCS layers, and
define the output of the ARMA convolutional layer as:

x̄i =
1
K

K∑
k=1

(ēi)
(T )
k , (3)

where (ēi)
(T )
k is the last output of the k-th stack. T is the

number of GCS layers in a stack.We apply dropout to the skip
connection of each GCS layer not only for regularization, but
also to encourage diversity in the filters learned in each one
of the K parallel stacks. This parallel design strategy gives
ARMAfilters a strong regularization capability, helps prevent
overfitting, and greatly reduces spatial complexity in terms of
trainable parameters.

4) CONSTRUCTING HYBRID SESSION EMBEDDING
For the task of session-based recommendation, the long-
term preference has the summarization of the whole sequen-
tial behavior, while the currently short-term preference can
adaptively select the important items in the current session
to capture the user’s main purpose. We think that the rep-
resentation of the whole sequential behavior may provide

useful information for capturing the user’s main purpose in
the current session. Therefore, to better predict the users’
next click item, we plan to combine long-term preference
and current interests of the session, and use this combined
embedding as the session representation.

To represent each session as an embedding vector s ∈ Rd ,
we first consider the local embedding hl of session s. For a
session s = {i1, i2, i3, . . . , i|s|}. The local embedding of hl
can be simply defined as the last clicked item vector. We can
represent the local session preference:

hl = xi|s| . (4)

Then, we take the all node vectors of xi|s| as the global
embedding hg, we consider information in these embedding
may have different levels of priority, we use an attention
composite function that is responsible for calculating the
attention based user’s interests in general hg. The attention
computation is defined as:

αi =W1 σ (W2 xi|s| +W3 xi + b), (5)

where xi|s| ∈ Rd denotes the last-click, xi ∈ Rd denotes
the i-th item node vector, W1 ∈ Rd is a weighting vector,
W2,W3 ∈ Rd×d are weighting matrices of item embedding
vectors, b ∈ Rd is a bias vector, and σ (i) denotes the sigmoid
function. αi represents the attention coefficient of item xi
within the current session prefix. After obtaining the attention
coefficients vector α = (α1, α2, . . . , α|S|) with respect to the
current session prefix sn, the attention based user’s interests
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in general hg with regard to the current session prefix sn can
be calculated as follows:

hg =
n∑
i=1

αixi. (6)

As shown in Figure 2, The summarization hg is incorporated
into ht to provide a sequential behavior representation for
AUTOMATE. By this hybrid embedding scheme, both the
user’s sequential behavior and main purpose in the current
session can be modeled into a unified representation ht,
which is the concatenation of vectors hg and hl:

ht =W3[hg,hl], (7)

where matrix W3 ∈ Rd×2d compresses two combined
embedding vectors into the latent space Rd .

5) MODEL PREDICTION
After we compute the score ŝ for each candidate item i ∈ I
given session embedding ht as follows:

ŝ = htT xi. (8)

Then, we obtain the predicted output vector of the model
through the softmax layer:

ŷ = softmax(ŝ). (9)

where ŷ denotes the recommendation probability of item i to
be the next click in session s.

C. MODEL OPTIMIZATION
Similar to the previous work [3], we choose the cross entropy
loss, which has been widely used to optimize recommen-
dation models, such as DGRec [38] and GC-SAN [26]. It
can measure the similarity between the true value and the
predicted value. Cross entropy as a loss function also has the
advantage of using the sigmoid function to avoid the problem
of decreasing the learning rate of the mean square error loss
function during gradient descent. The optimization function
of our model is as follows:

loss =
n∑
i=1

yilog(ŷi)+ (1− yi)log(1− ŷi)+ λ||θ ||2. (10)

where y denotes the one-hot encoding vector of the ground
truth item, θ is the set of all learnable parameters. In order to
prevent overfitting, we conduct L2 regularization parameter-
ized by λ on θ . In terms of parameter size, the majority of our
parameter cost comes from the item embedding.

IV. EXPERIMENTS AND ANALYSIS
In this part, we first describe the datasets, compared meth-
ods, and evaluation metrics used in the experiments. Then,
we compare the proposed AUTOMATE with other compar-
ative methods. Finally, we make detailed analysis of AUTO-
MATE under different ways of connecting the network. We
aim to answer the following research questions:

TABLE 1. Statistics of the datasets.

• RQ1: How does AUTOMATE perform as compared
with state-of-the-art methods?

• RQ2:Howdoes the different session embeddingmethod
(e.g., only local session embedding, global embedding
with the attention mechanism) affect AUTOMATE?

• RQ3: How much impact does ARMAConv have on the
model?

• RQ4: How much impact does the splitting of the data
have on the experiment?

A. DATASET DESCRIPTION
We evaluate the effectiveness of AUTOMATE on two stan-
dard transaction datasets: YOOCHOOSE and DIGINETICA,
which are publicly accessible and vary in terms of domain,
size, and sparsity. We summarize the statistics of two datasets
in Table 1.

YOOCHOOSE 1: It is obtained from the RecSys Chal-
lenge 2015, which contains a stream of user clicks on an
e-commerce website within 6 months. After filtering out
sessions of length 1 and items that appear less than 5 times,
there remains 7981580 sessions and 37483 items.

DIGINETICA 2: It comes from CIKM Cup 2016, where
only the transactional data is used in this study. After filtering
out sessions of length 1 and items that appear less than
5 times. Finally the dataset contains 204771 sessions and
43097 items.

We first conducted some preprocesses over two datasets.
Following the NARM [3], For YOOCHOOSE, we used
the sessions of subsequent day for testing and filtered out
clicks from the test set where the clicked items did not
appear in the training set. For DIGINETICA, the only dif-
ference is that we use the sessions of subsequent week
for testing. For an input session s = {i1, i2, i3, . . . , i|s|},
we generated the sequences and corresponding labels
([i1],V (i2), ([i1, i2],V (i3), . . . , ([i1, i2, . . . , i|s|−1],V (i|s|)) for
training on both YOOCHOOSE and DIGINETICA. The
corresponding label V (i|s|) is the last click in the current
session. We also use the most recent fractions 1/64 and 1/4 of
the training sequences of YOOCHOOSE. Note that some
items that in the test set would not appear in the training set
since we trained the model only on more recent fractions.

For each dataset, we randomly select 80% of historical
interactions of each user to constitute the training set, and
treat the remaining as the test set. From the training set,

1http://2015.recsyschallenge.com/challege.html
2http://cikm2016.cs.iupui.edu/cikm-cup
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we randomly select 10% of interactions as validation set to
tune hyper-parameters.

B. EVALUATION METRICS
In our experiments, we use the following two widely-used
evaluation protocols [3], [40]: Recall@K and MRR@K. By
default, we set K = 20. We report the average metrics for all
users in the test set.
• Recall@20: Recall@K represents the proportion of
test cases which has the correctly recommended items
in a top K position in a ranking list. In this paper,
Recall@20 is used for all the tests, defined as:

Recall@20 =
nhit
N
, (11)

where N denotes the number of test data in the Session-
based Recommender systems, nhit denotes the number
of cases which have the desired items in top K ranking
lists, a hit occurs when t appears in the top K position of
the ranking list of |I |.

• MRR@20: The correct ranking of search results values
in search results to evaluate the performance of the
search system. The reciprocal rank is set to zero if the
rank is above 20.

MRR@20 =
1
|I |

|I |∑
t=1

1
rank(it )

. (12)

where rank(it ) is for the t-th item. TheMRR is a normal-
ized score of range [0, 1], an increase in its value reflects
that the majority will appear higher in the ranking order
of the recommendation list, which indicates a better
performance of the corresponding recommender system.

These two indicators describe several key features that
should be included in the recommendation system from dif-
ferent perspectives. The larger the values of the above two
indicators, the better the model.

C. BASELINE
The following models, including the state-of-art and closely
related work, are used as baselines to evaluate the perfor-
mance of the proposed AUTOMATE model:
• POP: The model recommends top-N rank items based
on popularity in training data. It is a simple and strong
baseline in certain domains.

• S-POP: This baseline recommends the top-N frequent
items in the training set and in the current session respec-
tively.

• Item-KNN [17]: A traditional item-to-item model,
which recommends items similar to the existing items
based on calculating the cosine similarity between can-
didate item A and existing item B.

• FPMC [1]: A state-of-the-art hybrid model combing
matrix factorization and first-order Markov chain for
next-basket recommendation.

• BPR-MF [39]: This is matrix factorization optimized by
the Bayesian personalized ranking (BPR) loss, which

exploits the user-item direct interactions only as the
target value of interaction function.

• GRU4Rec [2]: The model uses recurrent neural net-
works for session-based recommendations, it utilizes
a session-parallel mini-batch training process and also
employs ranking-based loss functions during the train-
ing.

• NARM [3]: The model adds an attention mechanism to
capture the user’s main purpose and sequential behavior
to the RNN-based.

• STAMP [27]: The model capable of capturing users’
general interests from the long-term memory of a ses-
sion context, whilst taking into account users’ current
interests from the short-term memory of the last-clicks.

• SR-GNN [28]: This model aggregates separated session
sequences into graph structure data and applies GNN to
generate latent vectors of items and then represent each
session through traditional attention network.

• GC-SAN [26]: This is a graph contextualized self-
attention model, which utilizes both graph neural net-
work and self-attention mechanism, for session-based
recommendation.

• GACOforRec [29]: The algorithm uses the GCNs as the
model basis, abstracting the actual role of user prefer-
ences in the entire application scenario, and applying
ConvLSTM and ON-LSTM to expand the algorithm’s
ability. So that it can handle users’ long-term and sta-
ble preferences, and preserve the hierarchy of potential
preferences.

D. PARAMETER SETTINGS
We implement our AUTOMATE model in Pytorch and
will release our code, data, and parameter settings upon
acceptance. All experiments are completed in the following
environment: Python3.6, Pytorch1.0, GeForce RTX2080Ti
GPUs. The embedding size is fixed to 100 for all mod-
els. In the setting of the model parameters, all parame-
ters are initialized using a Gaussian distribution with a
mean of 0 and a standard deviation of 0.1. The mini-batch
Adam optimizer is exerted to optimize these parameters,
the learning rate is tuned amongst {0.0001, 0.0005, 0.001,
0.005}, the coefficient of L2 normalization is searched in
{10−5, 10−4, . . . , 101, 102}, and learning rate decay rate in
{0.0, 0.1, . . . , 0.8}. For ARMAConv, we tune the layer T and
stack K in {1, 2, . . . , 9}. Moreover, early stopping strategy is
performed, i.e., premature stopping if Recall@20 on the test
data does not increase for 10 successive epochs.

E. PERFORMANCE COMPARISONS (RQ1)
To demonstrate the recommendation performance of our
model AUTOMATE, we start by comparing the performance
of all the methods. The performance of different algorithms is
summarized in Table 2. Please note that, we have insufficient
available memory to initialize FPMC, so the performance on
YOOCHOOSE 1/4 is not reported. We have the following
observations:
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TABLE 2. Comparison of different obfuscations in terms of their transformation capabilities.

• POP achieves poor performance on three datasets. This
indicates that the non-personalized Popularity-based
methods is problematic. SPOP consistently outperforms
POP across all cases, indicating the importance of ses-
sion context information.

• The performance of traditional methods such as Item-
KNN, MPMC and BPR-FM are not competitive, as they
only outperform the naive POP and S-POP model. Item-
KNN andMPMC achieve better performance than BPR-
MF, Item-KNN utilizes the similarity between items in
the session and FPMC is based on first-order Markov
Chain. The results show that making recommendations
solely based on co-occurrence popularity of the items
(POP), or simply taking transitions over successive
items could be very problematic in making accurate
recommendations.

• We can see that five RNN-based methods consistently
outperform the traditional baselines on all three data
sets, which demonstrates that RNN-based models are
good at dealing with sequence information in sessions.
GRU4Rec leverages the recurrent structure with GRU
as a special form of RNN to capture the user’s gen-
eral preference and improves the performances. STAMP
improves the short-term memory by utilizing the last-
clicked item, STAMP performs better than GRU4Rec,
which indicates the effectiveness of short-term behav-
ior for predicting the next item problem. NARM not
only models the sequential behavior using RNN with
GRU units but also uses attention mechanism to cap-
ture main purpose, which indicates the importance of
main purpose information in recommendations. Further
more, GACOforRec model combines ConvLSTM and
ON-LSTMmethods, focusing on short-term preferences
and discrete preferences of volatility. We can see that
the experimental results on the YOOCHOOSE dataset
are basically the same as SR-GNN, which can further
explain that the user’s historical preferences will affect
the user’s next click.

• SR-GNN is the closest approach to our proposed
approach and achieves the best performance among
the baselines. This model aggregates separated ses-
sion sequences into graph structure data, then through

traditional attention network represents each session,
thereby capturing more complex and implicit connec-
tions between user clicks.

• GC-SAN upgrades the general attention mechanism to a
self-attention mechanism based on the SR-GNN model
to model long-range dependencies regardless of the dis-
tance. And we can see that GC-SAN performs better
on a larger YOOCHOOSE1/4 of the dataset. It further
shows that the prediction results of the model are more
advantageous on larger data sets.

• AUTOMATE produces the best performance on almost
all data sets. In our model, by stacking two ARMAConv
to the graph neural network layer, not only can the
separated session sequences be aggregated into graph
structure data, but also the graph neural network can be
used to generate potential item vectors. This enables our
AUTOMATE to process graphs with unknown topolo-
gies in inductive inference tasks to better predict items
that users might like. And this is also the first time
that the traditional ARMA method for serialized data
is combined with a graph convolutional neural net-
work. As we can see, our method achieves the best
performance among all the methods on both YOO-
CHOOSE1/64 and DIGINETICA datasets in terms of
Recall@20 and MRR@20. These results demonstrate
the efficacy and validity of AUTOMATE for session-
based recommendation.

F. STUDY OF AUTOMATE (RQ2)
The proposed AUTOMATE method is flexible in construct-
ing embedding strategy between session in the graph. The
results of methods with four different embedding strate-
gies are given in Figure 3. (1) local embedding only
(AUTOMATE-L), (2) local embedding with the attention
mechanism(AUTOMATE-LA), (3) global embedding only
(AUTOMATE-G), and (4) global embedding with the atten-
tion mechanism (AUTOMATE-GA).

As can be seen from Figure 3, the local and global hybrid
embedding method AUTOMATE achieves the best results on
all three data sets, which proves the importance of combin-
ing current session interests with the long-term preferences.
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FIGURE 3. The performance of different session represention.

In addition, as we have seen, (1) AUTOMATE-L performance
is slightly better than AUTOMATE-LA on the three data
sets, which indicates that the attention mechanism has little
effect on the local processing of shorter sessions. (2) The per-
formance of AUTOMATE-GA is better than AUTOMATE-
G, which indicates that the session may contain some noisy
behavior and cannot be handled separately. Combining the
above two points, we can know that the attention mech-
anism helps to extract important data from the session
data. Behavior to build long-term preferences is not sen-
sitive to the construction of short-term preferences. Note
that AUTOMATE-L performance, which is only represented
by a partial session, still outperforms AUTOMATE-G and

FIGURE 4. Efficiency of three methods on YOOCHOOSE and DIGINETICA
datasets.

TABLE 3. Impact of ARMAConv.

AUTOMATE-GA, indicating that current interest is critical
to the user’s next click, and combining current interests with
long-term preferences helps Improve session-based recom-
mendations.

G. IMPACT OF ARMAConv (RQ3)
Although we can implicitly infer from Table1 that the effect
of adding traditional ARMAConv is significantly improved,
we still want to further verify the role of ARMAConv
in AUTOMATE. We tried the following changes: (1) We
removed the ARMAConv module from AUTOMATE and
replaced it with the Graph Convolutional Network (GCN).
(2) We removed the ARMAConv module from AUTOMATE
and replaced it with the Graph Attention Networks (GAT).
Table 3 shows a comparison of using and not using ARMA-
Conv.
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From Tables 2 and 3, we can see that without ARMAConv,
GCN still performs better than all traditional models in the
three data sets. In the neural network-based models, except
for the three hybridmodelsmentioned later, almost all models
are surpassed. We can also see that the graph convolutional
network with attention mechanism (GAT) does not perform
as well as GCN in Recall @ 20 or MMR @ 20, which is
inconsistent with the original work of GCN and GAT. After
consulting the data and experiments, we think that there are
two reasons: (1) GCN is a first-order local approximation of
spectral convolution. It is a multi-layer graph convolutional
neural network. Each convolution layer processes first-order
neighborhood information, and stacking several convolution
layers can achieve multi-order neighborhood information
transfer. GAT is a spatial domain convolution. Each vertex
in the graph performs an attention operation relative to its
neighbors, making it completely independent of the structure
of the graph. However, the structure characteristics of the
graph are also lost, and the effect may be very poor. (2) In
addition to the visible nodes in the user’s click behavior, there
may be potential hidden variables. The processing method of
GCN can improve the generalization ability of the model and
make the results better. In addition, from Table 3, we can
see that on the YOOCHOOSE data set, as the amount of
data increases, the GAT effect improves significantly. It is
also proved once again that the attention mechanism helps
to extract important behavioral data from session data to
establish long-term preferences, but is not sensitive to the
construction of short-term preferences.

In addition, we use the training speed (training time of
one epoch) as a comparison standard to explore whether our
proposed method AUTOMATE has a performance advantage
over the other two methods. The running time of YOO-
CHOOSE1/4 is very different from the other two data sets.
We show the running time of three data sets separately in Fig-
ure 5 to make the results more intuitive. We can see that GCN
and GAT run on the three data at the same time, and GCN
consumes a little less time. This may be because GAT uses
a deep architecture, which contains multiple levels of self-
attention. AUTOMATE takes the least time, which may be
because it applies parallel training on data at the ARMAConv
layer, which can save time.

H. IMPACT OF YOOCHOOSE DATA VOLUME (RQ4)
For a fair comparison, we use the latest scores of theYOCHO-
CHOOSE training sequence 1/64 and 1/4 for the experiment
according to NARM [3]. To further verify the impact of
the size change of the data set on the experimental results,
we will further the data. Split into YOCHOCHOOSE1/80,
YOCHOCHOOSE1/48, YOCHOCHOOSE1/32, YOCHO-
CHOOSE1/16 for verification. Similarly, we will filter out
sessions with a length of 1 in the data set and items with fewer
than 5 occurrences. The test set includes follow-up workdays
related to the training set, and we filter out clicks (items) that
do not appear in the training set. Figure 4 shows the results
of the different degrees of resolution of YOCHOCHOOS. As

FIGURE 5. The performance of different size datasets.

the amount of data increases, the effects on Recall@20 and
MMR@20 are significantly improved, reaching a maximum
on YOCHOCHOOSE1/16. However, it has declined since
YOCHOCHOOSE1/4, which indicates that the recommenda-
tion results will increase as the data set increases, but not as
large as possible. As shown in the recommendation model
proposed in [5], we also need to consider the change of user
behavior over time, that is, the longer the time, the less impact
this behavior has on the user.

V. CONCLUSION
In this work, we devised a new session-based recommenda-
tion framework AUTOMATE, which can effectively capture
the complex relationships between items, sessions of different
users, and sessions of the same user at different time periods.
The key of AUTOMATE is to use the ARMAConv layer,
based on which we combine long-term preferences with the
current interest in the session to obtain the graph transfer sig-
nal. Extensive experimental comparisons of different dimen-
sions on two real-world datasets prove the rationality and
effectiveness of injecting the items data of session sequence
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structure into the learning process of graph neural networks.
In future, We will focus on trying more hybrid graph convo-
lutional network model methods for representation learning
on large-scale graph data to achieve more effective and inter-
pretable recommendations.
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