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ABSTRACT The internet search data will help the disease control department to estimate the disease in
advance. The H7N9 epidemic that occurred in Guangxi Province was used as an example to demonstrate its
association with Baidu search data. At first,16 search terms which have high correlation with H7N9 disease
were selected by expert determination and calculation. At the same time, the number of disease cases were
downloaded from the website of Guangxi CDC. The partial least square regression was choosed to estimate
after comparing the regression models for the number of epidemic cases is very less than baidu searches data.
To filter independent variables, cross validation and variable importance in projection were applied. The
results show that: 1.the proposed method is suitable for fitting the data of H7N9 disease with few samples,
and the fitting degree is perfect. 2.it will help to screen out the important searching index which are more
relate to H7N9 epidemic by using cross validation and variable import in project. 3.compared with the PCA
methods, the proposed method presented great advantages in performance index, especially with the help of
cross validation and variable importance in projection.

INDEX TERMS Partial least squares regression, H7N9, Baidu index, variable importance in projection.

I. INTRODUCTION
People are becoming more inclined to search for health infor-
mation online before seekingmedical services with the devel-
opment of internet [1]. Search terms can be downloaded and
analyzed to detect patterns in relation to disease rates. More-
over, they can be used to test the hypothesis that increases
in specific search terms may be related to increases in dis-
ease rates [2]. Compared with traditional healthcare-based
surveillance systems, surveillance systems built on internet
search engine data can provide a wider range of population
surveys and terms searched by individuals in a certain area.
The search words directly reflect the intent of the query
person and have tendentiousness. At the same time, the data
of internet search engines provide real-time statistics and can
keep pace with the disease outbreak completely. Therefore,
the estimation of infectious diseases with the help of internet
search data has attracted considerable research interest in
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recent years. One of the most representative is Google Flu
Trends(GFT) [3]–[7].

Baidu is the most popular search engine in China [8].
Research between Baidu search data and some infectious
diseases has been an ongoing effort [9]–[12].

Seasonal epidemics of H7N9 have been observed every
winter and spring in some provinces of China, especially in
the coastal areas of southeast China. H7N9 epidemics bring
great harm to the health and safety of individuals. In recent
years, several research efforts have been made to develop
the spread of the H7N9 epidemic. Bayesian phylogeogra-
phy was used to identify and compare migration patterns
and factors predictive of H5N1 and H7N9 diffusion rates
in China [13]. Tao used semi-quantitative risk assessment
to assess human infection with H7N9 epidemic in Zhejiang
Province [14]. Virlogeux constructed an ecological model
to evaluate the animal-to-human and human-to-human trans-
mission of H7N9 in China [15]. Standard deviational ellipse
analysis was conducted to examine the directional trend of
disease spreading, and retrospective space-time permutation
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scan statistic was then used to identify the spatio-temporal
cluster patterns of H7N9 outbreaks in humans [16].

However, no studies have focused on H7N9 epidemic
based on Baidu search data in spite of the data of internet
search can keep pace with the disease outbreak. In this study,
the H7N9 epidemic that occurred in Guangxi Province from
January 1, 2017, to July 31 was used as an example to
demonstrate its association with Baidu search data.

Researchers have put forward various models in the fit-
ting estimation of epidemic diseases. Different fitting models
were selected according to data kinds which mainly include
linear model [17]–[19] and nonlinear model [20], [21]. In this
example, we found that the number of epidemic cases is very
less than baidu searches data. It is the condition which has
many independent variables, but few observed data. The Par-
tial Least Square Regression(PLSR) was choosed to estimate
after comparing the regression models. PLSR is a method
which is suitable either where there are many correlated
independent variables or where the number of independent
variables are much more than the number of observations
for the dependent variable [22]–[24]. This method combines
principal component analysis, canonical correlation analysis,
and multiple linear regression analysis [25]–[27]. The advan-
tages of PLSR are as follows: (1) it can process regression
modeling on the condition that the multiple independent
variables have strong multi-collinearity. (2) it can carry out
regressionmodeling when the number of sample points is less
than the number of variables. (3) the modeling contains all
original variables. and (4) The regression coefficient of every
independent variable can be explained easily.

PLSR has been introduced in many literatures [28]–[30],
but most of them focused on the application of multi-
collinearity or had a small sample size. In this study, Variable
Importance in Projection(VIP) was used for independent vari-
able filtering [31]. It is a filtration method based on PLSR and
filters variables more quickly than ordinary stepwise regres-
sion. Moreover, it can be used in cases where the number of
independent variables is higher than that of samples. For a
certain independent variable, VIP not only reflects the effect
of the variable itself on the dependent variable but also takes
into account the influence of other variables on the dependent
variable indirectly through this variable [32].

The rest of the paper is organized as follows. Section 2 con-
tains the methodology. Section 3 contains the results and
discussion. Section 4 contains the conclusions.

II. METHODOLOGY
TheH7N9 epidemicwasmanaged as a statutory class B infec-
tious disease by the National Health and Family Planning
Commission of China in November 1, 2013. China has expe-
rienced five outbreaks of H7N9 epidemics since the discovery
of the virus. The cases were distributed in 27 provinces.
Most of the cases were sporadic and concentrated in the
coastal area of East China. The number of human infec-
tions with H7N9 virus from 2013 to June 2018 is shown
in Figure 1. As shown in the figure, the occurrence time

FIGURE 1. Cases of human infections with H7N9 from 2013 to June
2018 in China. Five outbreaks occurred, and the occurrence time starts
from winter to spring.

FIGURE 2. Cases of human infections with H7N9 from January 2017 to
June 2018 in Guangxi and the whole country of China. Winter in Guangxi
will be delayed by approximately two months compared with the rest of
China.

of the H7N9 epidemic starts from winter to spring. From
October 1, 2016, to the beginning of 2017, the fifth outbreak
of H7N9 epidemic occurred with a large number of cases.
With the implementation of prevention and control measures,
such as closure of the live poultry trading market in Shanghai,
Anhui, and Zhejiang provinces, the number of H7N9 cases
significantly decreased in May 2017. The number of human
infections with H7N9 virus in China from January 1, 2017,
to July 1, 2018, is shown in Figure 2.

Guangxi, officially known as the Guangxi Zhuang
Autonomous Region, is located in southern China (east
longitude 104◦ 28′ − 112◦ 04′ and north latitude 20◦

54′ − 26◦ 24′) [33]. It occupies an area of 236,700 km2

with a population of over 47.96 million people in 2015.
Guangxi has 14 prefecture-level cities, and its capital is
Nanning. In general, the H7N9 epidemic would occur from
winter to spring. In terms of climate, winter in Guangxi is
delayed by two months compared with the rest of China.
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The number of human infections with H7N9 virus from
January 1, 2017, to July 1, 2018, of Guangxi Province is
also shown in Figure 2. As can be seen from the Figure,
1) the incidence data of H7N9 outbreak in China and Guangxi
Province have the same time and trend, increased and then
slowly declined (from the data of five national H7N9 out-
breaks in China, the H7N9 virus outbreak in Guangxi was
delayed by about two months compared with the national
average). 2) the incidence data of H7N9 outbreak in China
and Guangxi Province have the same onset time. Because
of the geographical location, climatic characteristics, and
trend characteristics of disease data, the H7N9 epidemic
that occurred in Guangxi has a certain representativeness.
To demonstrate regression of H7N9 epidemic associated with
Baidu search data, the epidemic in Guangxi Province was
used as an example.

Therefore, the H7N9 epidemic that occurred in Guangxi
and China can be considered as having the same time, trend,
and onset time.

FIGURE 3. Interval of human infections with H7N9 in Guangxi from the
1st to 31st week in 2017.

As no H7N9 outbreaks occurred in Guangxi before
January 2017 and no new H7N9 cases were found after
July 2017, human infections with H7N9 from January 1,
2017, to July 31, 2017,were considered for analysis. The
incidence data of H7N9 from January 1, 2017, to July 31,
2017,were collected weekly from the Guangxi Health Infor-
mation Network ( http://www.gxhfpc.gov.cn/xxgks/yqxx/
ssyqdt/) and are shown in Figures 3 and 4. The Baidu search
engine ( http://index.baidu.com) data from the Guangxi
region during the same period were collected. The search
terms were carefully selected and should be related to
influenza epidemics. By consulting two senior doctors
knowledgeable about patient performance and a preventive
medicine specialist for vocabulary advice, 30 words were
searched via the Baidu index. Words with very low corre-
lation with H7N9 disease were eliminated by calculations.
Sixteen search terms via the Baidu index were selected in the
end (Table 1). These terms reflect the clinical symptoms of
H7N9 infection or prevention of H7N9. As Chinese are used
to searching in Baidu, the Chinese words were only analyzed
in the study.

FIGURE 4. Spatial distribution maps of H7N9 epidemics that happened in
14 prefecture-level cities of Guangxi from January 1, 2017, to July 31, 2017.

TABLE 1. Chinese search words using the Baidu index and their
representative English meaning and abbreviation number.

To determine the association of H7N9 epidemic with Baidu
search data and filter independent variables in PLSR,VIPwas
applied. The method was performed as follows:
Step1. The relationship between search terms and infec-

tious disease was determined using the Pearson Correlation
Coefficient(PCC) [34], Spearman Correlation Coefficient
(SCC) [35], and Kendall Correlation Coefficient(KCC) [36].
Step2. VIF was calculated by establishing a multiple

regression equation between search terms and infectious dis-
ease to test the multi-collinearity of search terms [37].
Step3. PLSR was performed.
The proposed research model is show in Figure 5.

A. PLSR
PLSR is a multivariate regression method that projects the
input–output data down in to a latent space, extracting a
number of principal factors with an orthogonal structure,
while capturing most of the variance in the original data.
PLS derives its usefulness from its ability to analyze data
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FIGURE 5. The flow chart of the proposed algorithm.

with strongly collinear, noisy and numerous variables in the
predictormatrix X and responses Y [38].

Suppose that there area single dependent variable Y and
a set of independent variable matrix X=(x1,x2,. . . ,xp). The
steps of PLSR are as follows:
Step1. Standardize X and obtain E0. Standardize Y and

obtain F0.
Step2. Extract t1 from E0 and u1 from F0 (here u1 = F0

and t1 is the linear combination of (x1,x2,. . . ,xp) ). t1 and
u1 must carry the most variable information of their own
data, and the degree of relevance between t1 and u1 should
be maximal, namely, Var(t1) → max, Var(u1) → max, and
r(t1, u1)→ max.
Step3. Establish the regression of Y to t1 and X to t1.
Step4. Evaluate the accuracy of regression equations. The

algorithm will stop if the accuracy of regression equations
becomes satisfactory. Otherwise, residual vector will be cal-
culated, and t1 and u1 will be replaced in step2. Steps 2 to
4 will be repeated until the accuracy of regression equations
becomes satisfactory.
Step5. Establish the regression equation of the original

variable Y to X. Cross validation is usually used to determine
the extraction number of components in PLSR. It is assumed
that components of m have been extracted fromX to establish
the regression equation. The regression equation of Y to
(x1,x2,. . . ,xp) will be established by transformation in the
end.

B. CROSS VALIDATION
For cross validation, only the important components are
needed instead of all components for PLSR modeling.
To judge whether one component is necessary or not,
the component will be added to the model, and the effect of
the model prediction is observed. The component is impor-
tant when the effect of the model prediction is obviously
improved. Cross validation is usually used to determine the
number of components extracted from PLSR. The cross val-
idation is defined as follows:

Q2
h = 1−

PRESSh
SSh−1

. (1)

where yi is the original data of dependent variable.
t1, t2, · · · , tm are the extracted components. ŷhi is the fitting
value of the ith sample points after using all sample points
and regression by taking the components of t1 ∼ th. ŷh(−i)
is the fitting value of yi computed by the same PLSR after
deleting the ith sample points and regression by taking the
components of t1 ∼ th.

SSh =
n∑
t=1

(yi − ŷhi)
2
. (2)

PRESSh =
n∑
t=1

(yi − ŷh(−i))
2
. (3)

When Q2
h satisfies Q2

h ≥ 0.0975, the new component of
th can significantly improve the model’s prediction ability.

C. VIP
VIP indicates the importance of the independent variable
when it is used to interpret the dependent variable, which is
defined as follows:

VIPj =

√√√√P
m∑
h=1

R(y, th)w2
hy/R(y, t1, t2, · · · , tm). (4)

where P is the number of independent variables. m is the
number of components extracted from the original variable.
th represents the hth component. The capability of the com-
ponent th to explain for the dependent variable y is repre-
sented by R(y, th). Whj is the jth component of the axis Wh.
In general, the independent variable plays an important role in
the dependent variable when VIP is larger than 1. The effect
of the independent variable on the dependent variable is not
obvious when the value of VIP ranges from 0.5to1. When
the value of VIP is less than 0.5, the independent variable is
basically meaningless to the dependent variable. Therefore,
the independent variable is eliminated when the value of VIP
is less than 0.5.

D. PERFORMANCE INDEXES FOR FITTING
The Relative Error (RE), Root Mean Square Rrror (RMSE),
Mean Absolute Percentage Error(MAPE) and Sum of
Squared Error (SSE) were used to evaluate the results of
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fitting. ŷi and yi were set as the fitted and the observed value,
respectively [39]–[43]. The definitions are as follows:

REi =

∣∣ŷi − yi∣∣
yi

, i = 1, 2, . . . , n. (5)

RMSE =

√√√√1
n

n∑
i=1

(ŷi − yi)
2
. (6)

MAPE =
100%
n

n∑
i=1

∣∣∣∣ ŷi − yiyi

∣∣∣∣. (7)

SSE =
n∑
i=1

(ŷi − yi)
2
. (8)

III. RESULTS AND DISCUSSION
To investigate the change trend between search data and
H7N9 infectious diseases, the H7N9 infectious diseases that
occurred from January 1, 2017, to July 31, 2017 (intervals of
a week and the sum data of a week were taken as the time
series), and search data are drawn in Figure 6. As can be
seen from the figure, most search data and infectious diseases
almost synchronously changed with time, especially in peak
number. The search terms, x1,x9,x10,x11,x13, and x16, have
the most significant relationship with H7N9 cases.

The relationship between search terms and infectious dis-
ease was determined by PCC,SCC, and KCC. The results
are shown in Table 2. PCC measures the degree of linear
correlation between variables. Non-parametric rank can be
measured by SCC and KCC. Moreover, SCC and KCC can
judge whether two variables have the same change trend.

TABLE 2. Correlation between search terms and H7N9 epidemics.

In Table 2, six words, including H7N9, avian influenza,
avian influenza prevention, prevention of avian influenza,
avian flu symptoms, and cough, have larger PCC, SCC, and
KCC values than others. That is to say, these six terms have
higher degree of linear correlation and better change trend
with infectious disease than others. However, some words,
such as fever and shock, have poor correlation. The reason

FIGURE 6. Change trend between H7N9 epidemics and search data in
Guangxi from the 1st to 31st week in 2017. (Note: The left axis is the
number of epidemic cases and the right axis is the number of search
term.)

maybe that common people have public knowledge instead
of professional knowledge, so they are more accustomed to
using public vocabulary for Web search.
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TABLE 3. VIF of search terms.

The results of VIF are listed in Table 3. The larger the
VIF, the stronger the multi-collinearity. The variables are
considered to have multi-collinearity when the size of VIF
is >10. As seen in Table 3,the VIF size of eight variables is
more than 10. Furthermore, the VIF size of some variables is
even more than 100, which indicates strong multi-collinearity
among variables. Therefore, the multiple linear regression
model is obviously not suitable to fit these circumstances.

Asmentioned in Section II, the process will not repeat until
the cross validation is less than 0.0975. The cross validity of
each principal component is shown in Table 4.

TABLE 4. Cross validity of principal components.

In Table 4, the cross validity of the first component is 1.
Of course, the first component can obviously improve the
prediction effect of the model. However, the cross valid-
ity of the second component is -0.1854, which is less than
0.0975.Therefore, one component should be selected. The
coefficients were calculated and are listed in Table 5.

The infectious disease and fitting values are shown
in Figure 7. To analyze the deviation between the fitting
value and the observed value, the RE and residual squares
are shown in Figure 8.

We hypothesized that the fewer words used in the Baidu
index searches, the better. However, the extracted indepen-
dent variables th must carry the most variable information of
X and relate to dependent variable Y as much as possible.
Through calculations, the interpretation abilities of the prin-
cipal component th to independent variable X and dependent
variable Y were 34.05% and 60.99%, respectively.

TABLE 5. Coefficients of fitting by 16 Search terms.

TABLE 6. VIF of search terms.

VIP was used to measure the importance of each indepen-
dent variable X in explaining the dependent variable Y. The
VIP was calculated for each variable and is listed in Table 6.

The size relationship of VIP was ordered as follows:
x11 >x9 >x10 >x16 >x1 >x7 >x3 >x13 >x6 >x14 >x8 >

x12 >x2 >x5 >x15 >x4. The independent variable plays an
important role in interpreting dependent variables when VIP
is larger than 1. As seen in Table 6, x11, x9, x10, x16, x1, and
x7 have an important role in interpreting the variable set of Y,
especially x11.
To compare the fitting effects of independent variables

on dependent variables, three groups of independent vari-
ables with VIP>1 ( including x1, x7, x9, x10, x11, and x16),
VIP>0.5( including x1, x3, x7, x9, x10, x11, x13, and x16),
and VIP>0.3 ( including x1, x3, x6, x7, x9, x10, x11, x12, x13,
x14, and x16) were selected to fit dependent variables. The
extraction of principal components was performed according
to the criterion of minimum error.
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TABLE 7. Coefficients of fitting by PCAR.

TABLE 8. Performance index comparison.

In order to compare the results fitted by the proposed
method in the paper, Principal Component Analysis (PCA)
regression is performed with all independent variables. The
coefficient of regression equations are listed in Table 7.

The fitting results obtained are shown in Figure 7, the RE
is shown in Figure 8, the performance indexes of fitting are
listed in Table 8.

FIGURE 7. Fitting data with different independent variables, PCA method
and observed data of H7N9 epidemics in Guangxi from the 1st to 31st
week in 2017.

The degree of variation between the fitting and observed
data is evaluated by MSE and RMSE. The smaller the values
of MSE and RMSE, the smaller the degree of variation, and
the closer the fitting are to the observed. As can be seen

FIGURE 8. The RE comparison using different variables and PCA to fit
H7N9 epidemics.

from table 6, the MSE and RMSE of the proposed method
is smaller than that of the other two methods. For a good
fitting equation, SSE should be as small as possible. The
fitting equation would be have strong interpretation ability
when SSE is small. It is obvious from the calculated results
that the proposed approach has performance advantages in
SSE. And MAPE is a measure of the degree of deviation
between each fitting and the observed, which reflects the
distribution of the fitting around the observed. The smaller
the value, the better the fitting. We also find that MAPE of
the proposed method is smaller than that of the other two
methods. The size of all performance index were ordered as
follows: PLSR8<PLSR6<PLSR11<PLSR16<PCA. That
is to say, the model of PLSR8 is the best regression
model in this case. Meanwhile, when independent variables
exhibit multi-collinearity ( VIP>0.5 ), perfect fitting will be
obtained. Therefore, the fitting accuracy is improved by using
VIP to select variables.

Statistical of the obtained results was investigated by using
R,T-test and p-value. The results are listed in Table 9.

TABLE 9. The results of statistical comparison.

R indicates the correlation between the fitting and the
observed data. The greater the R value, the better the cor-
relation. The size relationship of R was ordered as follows:
PLSR8> PLSR6> PCA> PLSR11> PLSR16. A p-value of
< 0.05 was considered significant. p<0.01 are for all models
obviously, which reveals that the difference is statistically
significant between the fitting and the observed.

For a certain independent variable, VIP not only reflects
the effect of the variable itself on the dependent variable
but also takes into account the influence of other variables
on the dependent variable indirectly through this variable.
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In general, the independent variable can be eliminated
directly if its VIP is very small. If two independent vari-
ables have a strong correlation and have a large VIP value,
which will have a greater impact on the dependent vari-
ables, VIP analysis will need to retain the two variables at
the same time. To release the pressure of multi-collinearity,
both the R and the professional knowledge should be
taken into account simultaneously to judge which variable
should be retained in the model. Although the analysis pro-
cess is more complex than stepwise regression, it is more
practical.

IV. CONCLUSION
Factors such as season, climate, and biological effect are
considered in previous regression models of H7N9 epidemic
disease. In this study, the regression model was based on the
network retrieval data by patients. A good result was achieved
by using GFT to predict influenza disease. However, people
usually use Baidu to search information in China. In this
study, the regression using the Baidu index for H7N9 infec-
tious disease was determined.

The technologies of VIP and cross validation were used
for independent variable filtering in order to get better fit-
ting value. Results show that PLSR can well fit small sam-
ple data, and a good relationship between search data and
H7N9 epidemic was observed. All models ultimately serve
the profession, and a good model will not be accepted if it
does not conform to the actual major. Therefore, the search
data through the Baidu index can provide monitoring for the
outbreak of H7N9.

Nevertheless, PLSR has some defects. The coefficient of
LSR is generally interpreted as the average change of the
dependent variable caused by one unit of independent vari-
able change. But the physical meaning of coefficients of
PLSR is difficult to explain. PLSR is not applicable when the
number of independent variables is small for the cumulative
contribution rate of the components to the dependent variable
is required to reach 85%. In order to ascertain performance of
the proposed method and possible factors that will impact on
the model performance in practice, more infectious diseases
should be considered in the future.
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