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ABSTRACT Twitter sentiment analysis is a challenging problem in natural language processing. For this
purpose, supervised learning techniques have mostly been employed, which require labeled data for training.
However, it is very time consuming to label datasets of large size. To address this issue, unsupervised learning
techniques such as clustering can be used. In this study, we explore the possibility of using hierarchical
clustering for twitter sentiment analysis. Three hierarchical-clustering techniques, namely single linkage
(SL), complete linkage (CL) and average linkage (AL), are examined. A cooperative framework of SL,
CL and AL is built to select the optimal cluster for tweets wherein the notion of optimal-cluster selection
is operationalized using majority voting. The hierarchical clustering techniques are also compared with
k-means and two state-of-the-art classifiers (SVM and Naïve Bayes). The performance of clustering and
classification is measured in terms of accuracy and time efficiency. The experimental results indicate that
cooperative clustering based on majority voting approach is robust in terms of good quality clusters with
tradeoff of poor time efficiency. The results also suggest that the accuracy of the proposed clustering
framework is comparable to classifiers which is encouraging.

INDEX TERMS Cooperative clustering, majority voting, sentiment analysis, twitter sentiment analysis.

I. INTRODUCTION
Sentiment analysis has recently gained considerable popu-
larity in different fields [1]–[6]. Companies perform senti-
ment analysis to examine feedback on products, government
and other agencies use it for public-health monitoring and
predicting political trends, and so on. Prior to the emer-
gence of social networks, manual mechanisms were usually
employed for this purpose. Companies used to manually
analyze the popularity of their products by surveying cus-
tomers. However, with the advent of social networks, e.g.,
twitter, manual analysis of data has become a challenging
problem. Twitter is a popular microblogging platform that
allows users to share their ideas, opinions and thoughts
through real-time short messages (limited to 280 charac-
ters) called tweets. Researchers have explored twitter data
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for diverse issues including sentiment analysis [1], [7]–[15],
public-health monitoring [16]–[19], election trends [20],
[21], education [22] and sports [23]. People normally make
spelling mistakes and use slang in tweets that pose signifi-
cant challenges for twitter sentiment analysis [7]. Therefore,
it is imperative to use intelligent techniques to extract useful
knowledge from twitter data.

Machine learning techniques can be used to extract use-
ful information from such noisy data generated on daily
basis [24]. These techniques have largely been applied in
diverse domains including banking [25], bio-informatics [26]
and social media [7], [9]. Supervised learning uses labeled
data to build a classification model, which is subsequently
used to predict class labels for (unlabeled) test data. Super-
vised learning techniques have extensively been used for
sentiment analysis [7], [10], [27]–[30]. The limitation of
such techniques, however, is the requirement of labeled
data. On the other hand, unsupervised learning techniques,
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e.g., clustering, tend to group unlabeled data based on sim-
ilarity. Clustering techniques are further divided into hier-
archical and partitioned clustering. Hierarchical clustering
recursively constructs clusters of given instances as den-
drograms either in a top-down (a.k.a. divisive cluster-
ing) or bottom-up (a.k.a. agglomerative clustering) manner
using some similarity or distance measure. The latter are fur-
ther divided into single linkage (SL), complete linkage (CL)
and average linkage (AL). Partitioned (a.k.a. flat) approach
creates partitions of instances by relocating them from one
cluster to another according to some criteria, e.g., minimiz-
ing the sum of square errors. One widely used partitioned
clustering method for sentiment analysis is k-means cluster-
ing [31]. Other than individual clustering techniques, multiple
clustering techniques can be combined to produce better
quality results [32]. One such technique is cooperative clus-
tering that combines different clustering approaches. Ensem-
ble/cooperative methods provide more accurate and robust
solutions in comparison with individual techniques [33].
Cooperative clustering has largely been explored in various
domains including software modularization [34], [35] and
pattern recognition [36], text classification [37].

Literature on sentiment analysis suggests that researchers
have paid little attention to using unsupervised learning
techniques in this area. Recently, few researchers have pro-
posed unsupervised learning (or a combination of supervised
and unsupervised learning) techniques for sentiment anal-
ysis [31], [38], [39]. Even though k-means clustering has
previously been used for sentiment analysis [31], its perfor-
mance is not thoroughly reported in terms of time efficiency.
Therefore, it is unclear how scalable k-means is for sentiment
analysis.

In this study, we use three hierarchical-clustering tech-
niques (SL, CL and AL) to create a cooperative-clustering
framework in a novel manner for twitter sentiment anal-
ysis. The cooperative framework selects the optimal clus-
ter for a given tweet based on majority voting. Although
we investigated traditional hierarchical methods to design
the framework for Twitter sentiment analysis, yet these are
popular among the research community. For example, these
techniques have been investigated in recent times even during
years 2018 and 2019 [40]–[42]. Novelty of the present study
stems from the fact that a) hierarchical clustering is inves-
tigated first time thoroughly for (Twitter) sentiment analy-
sis, and b) first time an ensemble of clustering techniques
is created which achieves comparable performance to the
widely studied classification techniques. The performance of
hierarchical clustering techniques is compared with k-means
and two widely studied classifiers, Naïve Bayes and support
vector machines (SVM). All these algorithms are evaluated
in terms of authoritativeness (high quality clusters and clas-
sification results) and time efficiency. Authoritativeness of a
clustering algorithm is the notion of how closely its results
match to the results of some authority (e.g. human experts).
To show authoritativeness, a well known accuracy metric as
reported in [24] has been used. The experiments are carried

out on three publicly available datasets and one indigenous
dataset NewTweets (collected for this study using Twitter4j
API1). Unigram, TF-IDF and polarity based are used for
feature representation. These features have previously been
used in various studies for twitter sentiment analysis using
supervised learning [43], [44]. The results of our empirical
study suggest that the accuracy of the proposed clustering
framework is comparable to classifiers. These results suggest
that clustering techniques can be used for (twitter) senti-
ment analysis, without having a need of large size labeled
data to train a classifier. Briefly, the work presented here
has four main contributions: a) hierarchical clustering tech-
niques are thoroughly explored for sentiment analysis, b) a
novel cooperative-clustering framework based on majority
voting approach is proposed for sentiment analysis, c) a
sizeable indigenous twitter dataset (NewTweets) annotated
by medical-domain specialists is created that can be used
for further research, and d) it is empirically shown that
unsupervised-learning techniques can achieve comparable
performance to supervised learning.

II. RELATED WORK
In this section, the literature relevant to sentiment analy-
sis using supervised learning techniques and unsupervised
learning techniques is presented. In a recent study, deep
neural network is experimented for targeted aspect-based
sentiment analysis by integrating common sense knowl-
edge in the network [45]. Experiments conducted on Sen-
tiHood, and SemEval 2015 dataset revealed encouraging
results. In another recent study, [46] used a novel neural
network design for formalizing sentiment information into
market views. They built an ensemble of evolving clustering
and long short-term memory. Experimental evaluation on
opinion messages from StockTwits suggests that the pro-
posed framework outperforms the existing forecasting tech-
niques. In another study, [47] discovered sentiment polar-
ity from short-video clips using deep convolutional neural
network for feature extraction. They conducted experiments
using SVM and reported better performance. In an earlier
study [7], authors built models using Naïve Bayes, SVM
and maximum entropy for sentiment classification of twit-
ter data. They collected dataset using Twitter API; their
experiments revealed that SVM outperforms other classi-
fiers. In another study [27], tweets were assigned sentiment
polarity using multinomial Naïve Bayes, conditional random
fields and SVM, where Naïve Bayes offered better perfor-
mance. In another work [28], a cooperative framework of
Naïve Bayes, random forest, SVM and logistics regression
is designed for classification of positive and negative tweets.
Experiments were conducted on four twitter datasets and it
was found that the proposed framework performs better as
compared to the individual classifiers. [10] performed senti-
ment classification using ensemble classifiers. Naïve Bayes,
SVM, k-nearest neighbor and C4.5 algorithm are used for

1http://twitter4j.org/en/
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this purpose. Experimental results on three well-known twit-
ter datasets showed better accuracy for ensemble classifiers.
Recently, Naïve Bayes and SVM have been investigated for
Twitter sentiment analysis [48] in which three publicly avail-
able Twitter datasets were considered for experimentation.
Better performance for both techniques is reported on the
proposed algorithm CAARIA. In a study, [29] combined
lexical-based techniques and machine-learning techniques
for sentiment analysis of Facebook data in an e-Learning
domain. They implemented their method in SentBuk and
reported promising results. Hate crimes targeting minorities
have been addressed in [49] in which Donald Trump’s tweets
are considered and shown as highly correlated with anti-
Muslim hate crimes. In [50], an algorithm is proposed based
on sentiment diffusion patterns for Twitter sentiment analysis.
Experimental evaluation on real-world datasets reveals better
performance of proposed algorithm as compared to the state-
of-the-art textual information methods.

Among unsupervised learning techniques, k-means clus-
tering has widely been explored for sentiment analysis of
twitter data [31]. k-means uses a moving centroid approach
wherein cluster’s center moves in each iteration to mini-
mize error. [31] performed sentiment analysis on two widely
explored twitter datasets using an unsupervised-learning
framework. They used k-means clustering algorithm as a
baseline and showed that the algorithm was not encouraging
for sentiment analysis. Recently, hierarchical agglomerative
clustering has been investigated in [40] on real time shop-
ping data. Better performance of CL and Ward’s method is
reported. In [41], dependency between training methods and
agglomerative hierarchical clustering has been investigated.
For this purpose, a training algorithm has been designed that
is well suited to agglomerative hierarchical clustering algo-
rithms. Experimental evaluation showed improved results for
the SL algorithm. Recently, cluster analysis is performed for
classical portfolio selection. For this purpose, among other
algorithms, CL clustering is also studied. Tweets fromTaiwan
during 2017 are analyzed to categorize into travel and non-
travel classes. The authors integrated hierarchical clustering
with deep neural network [51].

Cooperative methods aim to improve the performance of
individual techniques by combining them using a particu-
lar ensemble method [32]. In literature, such techniques are
proposed in various fields including software modulariza-
tion. In a study [34], cooperative clustering has been used
in order to perform software modularization, i.e., generat-
ing meaningful views of software systems. They performed
experimental evaluation on five open source software systems
and found that the proposed cooperative-clustering frame-
work offers better performance. In [33], clustering ensem-
ble is examined such that multiple clustering techniques are
combined for a robust and stable solution. For this purpose
an Iterative Combining Clusterings Method (ICCM) is pro-
posed. It assigns the clusters to instances based on major-
ity voting mechanism. Experiments are performed on two
gene expression datasets and three real-life datasets. Detailed

analysis revealed that proposed cooperative clustering
algorithm outperformed. Another consensus cooperative-
clustering technique based on software dependency graphs
has been proposed in the area of software modulariza-
tion [52]; promising results have been reported for this strat-
egy after conducting experiments on six Java-based software
systems. In another study [53], a distributed cooperative-
clustering model has been developed for working on two-
tier super-peer P2P. Authors observed better results by
the cooperative framework. In another work [36], multiple
clustering methods for pattern recognition are combined;
impressive results on gene expression and text datasets were
revealed. Recently, a novel selective-clustering ensemble is
proposed [32] in which experiments are performed on 17 real
datasets from UCI machine learning repository. In an inter-
esting work, [54] used unlabeled texts and exploited lexical
co-occurrence information to generate a direct acyclic graph
of concepts. They used polarity score of initially known
concepts in an incremental manner to compute polarity scores
of new concepts.

In various research studies, a combination of supervised
and unsupervised learning has also been investigated. In [38],
sentiment analysis is performed on tweet data related to
a product by using a hybrid approach based on k-means
and supervised learning techniques. It is shown that this
approach performs better in comparison to decision trees,
SVM, random forests and logistic regression. Recently, some
researchers proposed semi-supervised learning techniques
based on statistical-learning theory for sentiment analy-
sis [39]. Among these, [39] built an extreme learningmachine
model with a novel scalable approach and demonstrated its
effectiveness for big (social) data analysis. The proposed
framework is evaluated on a benchmark of 23244 common-
sense concepts obtained through Sentic API.2 In another
study [55], sentiment analysis on movie reviews in Turk-
ish language has been performed using different linguistic
patterns.

III. MATERIALS AND METHODS
In the subsequent sections, the datasets, clustering and clas-
sification techniques (used for comparative analysis), feature
selection methods and evaluation metrics used in the current
study are discussed in turn.

A. TWITTER DATASETS
Four twitter datasets in English language are used for eval-
uating the selected algorithms. Three of these are existing
datasets: Health Care Reform (HCR), Sentiment Strength
Twitter Dataset (SS-Tweet), Stanford Twitter Sentiment Test
Set (STS-Test). These datasets have widely been explored
in previous studies [56], [57]. The fourth one is a newly
collected indigenous dataset, which has been created as part
of the current study. A brief description of these datasets is
given below.

2http://sentic.net/api
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TABLE 1. Twitter datasets’ statistics.

• HCR is a publicly available twitter dataset, which con-
sists of 2156 manually-labeled (positive, negative and
neutral) tweets [56]. In this study, we focussed only
on positive and negative tweets, therefore, a subset
of 1922 tweets is used (i.e., neutral tweets are excluded).
The details of this dataset are given in Table 1.

• SS-Tweet was originally prepared for sentiment strength
detection [58]. Tweets are labeled according to their
positive and negative sentiment strength. Labels are then
re-assigned to these tweets in [59]. This revised version
of twitter dataset, which consists of 2289 tweets, is used
in this study.

• STS-Test was collected for sentiment classification [7].
The original dataset consists of training and testing data;
the former is labeled automatically while the latter is
manually labeled. In this study we used only a subset
of testing data, containing only positive and negative
tweets. Although this test set is very small, it has been
experimented in various studies [7], [56], [59].

• NewTweets, which is collected as part of the present
study, comprises of 1500 tweets (Table 1). This dataset
is collected based on keywords flu and migraine using
Twitter4j API. It contains 703 positive and 797 nega-
tive tweets, which were manually labeled by medical-
domain specialists. The novelty of NewTweets is that it
is the first of its kind that has been labeled by medical-
domain specialists.

B. K-MEANS CLUSTERING
k-means partitioned clustering has been explored for sen-
timent analysis of twitter data in numerous studies [31],
[38]. This technique divides the given instances into k non-
empty subsets. Depending on the value of k , it computes
the initial centroid around which partitioning is performed.
At the beginning, the centroids are selected randomly. Then,
the distance between each instance and centroid is calculated.
The instances are merged with centroids having the least
distance (i.e. the nearest centroid). Distance can be calculated
using different distance measures, e.g., Euclidean distance
measure. After first iteration of k-means clustering, the mean
value of each cluster is computed. The new mean values are
now considered as centroids for each cluster. The process
continues until instances do not change their clusters.

C. HIERARCHICAL CLUSTERING
Hierarchical clustering algorithms are broadly categorized
into agglomerative and divisive clustering. Agglomerative

clustering algorithms cluster data instances based on simi-
larity. The process starts by considering every data point as
singleton clusters and then merges similar data points in a
bottom-up fashion until a single cluster is left containing all
data points. However, clustering process can be stopped until
a cutoff point (pre-defined number of clusters) is reached,
e.g., the clustering process can stop when two clusters are
left in the hierarchy. On the other hand, divisive clustering
algorithms initially consider all data points as a big single
cluster and then recursively split the cluster(s) in a top-
down manner until some pre-specified termination condition
is met as discussed above. In this study, three agglomerative
hierarchical clustering algorithms are explored, which are
described below.
• The SL (single linkage) algorithm starts by considering

each instance as individual cluster and then merges the
closest clusters together, i.e., the clusters having the least
dissimilarity. The process continues until the specified
criteria are met. Different distance measures can be used
to find dissimilarity, e.g., Euclidean distance, Manhattan
distance, etc. In this study, Euclidean distance measure
is used as a starting point to explore the possibility of
applying hierarchical clustering in (twitter) sentiment
analysis. Euclidean distance is computed between two
instances (i.e., tweets in our case) X and Y using Equa-
tion (1).

d(X ,Y ) =

√√√√ n∑
i=1

(Xi − Yi)2 (1)

The minimum distance (dmin) between clusters Ci
and Cj is computed using the relation: d(Ci,Cj) =
dmin(xip, xjq), where xip is the instance p in clusterCi and
xjq is the instance q in cluster Cj.

• The CL (complete linkage) algorithm clusters those
instances that are furthest away from each other. In CL,
the distance between two clusters is considered as the
longest distance from any data point of one cluster to
any data point in the other cluster i.e. d(Ci,Cj) =
dmax(xip, xjq). The clustering process is repeated until
some specified criteria are met.

• The AL (average linkage) algorithm computes the
average distance among the elements in two clusters,
i.e., d(Ci,Cj) = davg(xip, xjq). Based on average values,
closest clusters are merged by computing distance using
Equation (2).

D = 1/kl
k∑
i=1

l∑
j=1

d(Xi,Yj) (2)

D. COOPERATIVE CLUSTERING
Cooperative clustering has gained much popularity in recent
years. In this approach, the strengths of multiple techniques
are combined together to improve the overall accuracy as
compared to individual techniques. The notion of cooperative
clustering refers to using multiple clustering techniques in
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many different ways. For example, clustering techniques can
be combined in a cascading manner in which output of one
clustering algorithm is given as input to the other algorithm.
This kind of clustering is known as hybrid clustering [53].
On the other hand, voting merging method considers a con-
sensus of multiple clustering techniques in order to assign
an instance to a cluster based on some consensus function.
An instance (tweet in our case) will be assigned to a cluster
with maximum votes [60]. Suppose there are four tweets
(tweet1, tweet2, tweet3, tweet4) in a dataset and there are three
clustering algorithms A, B and C . Let us assume that both A
and B have placed tweet1 in a cluster C1 and C has placed
it in another cluster, say C2. Then, based on the majority
votes, C1 would be selected as the optimal cluster for tweet1.
In this study, we built the cooperative clustering framework
by combining SL, CL and AL using majority voting. That is,
the process starts by taking each tweet in turn. Each algorithm
places the tweet in one of the two clusters (i.e., the cluster
of positive tweets or the cluster of negative tweets). Then,
in the second step, the selection method is invoked which
places the tweet in the optimal cluster based on the majority
votes.

E. CLASSIFIERS
In this study, two well-known classifiers, Naïve Bayes and
SVMs (support vector machines), are experimented for com-
parative analysis. These are widely adopted for sentiment
analysis [48], [61]–[65]. Bayesian classification is a prob-
ability based supervised learning technique, which aims to
predict the class label for unseen data. It infers the class
label by computing the probabilities of unseen instances.
Posterior probability is the conditional probability computed
when relevant evidence is seen. The class with the maximum
posterior probability is assigned to an instance. The posterior
probability is calculated using the following mathematical
relation as shown in Equation (3):

p(H |X ) =
p(X |H )p(H )

p(X )
(3)

where X and H represent a tweet and class (posi-
tive/negative), respectively, in our case. p(H |X ) represents
posterior probability of H conditioned on X while p(X |H )
shows posterior probability for X conditioned on H . In addi-
tion, p(H ) shows prior probability forH and p(X ) shows prior
probability for X . p(X ) is constant therefore, only p(H |X ) is
to be maximized. To assign the sentiment label, the features
of tweets are used to compute the posterior probabilities for
positive and negative classes.

SVMs builds non-linear classification models from the
training data to predict the class of unseen instances. SVMs
find a separating hyperplane by transforming the original
data into higher dimensionality. In this study, we used the
relationship w.x + b = 0 for separating the hyperplane for a
two-class classifier, where x, w and b show training instances
(tweets in our case), weight vector and bias, respectively.
The hyperparameters and the kernel used can impact the

TABLE 2. Unigram representation of features.

performance of SVM, in this research, we used Linear kernel
with default parameters.

F. FEATURE SELECTION AND REPRESENTATION
Since twitter datasets consist of English language text, text-
mining based features can be useful for representation of
tweets in such away that clustering techniques can be applied.
In this study, three widely studied [66]–[71] text-mining
feature representation techniques are considered: unigrams,
TF-IDF and polarity based. Literature suggests that these
techniques have predominantly been used so far for senti-
ment analysis using supervised learning. However, to the best
of our knowledge, for sentiment analysis, these techniques
have not been explored earlier using (hierarchical) cluster-
ing techniques. Therefore, in the current study, we exam-
ined empirically how effective these feature representation
techniques are for clustering, especially for the sentiment
analysis task. Let T be the set of tweets in a collection,
T = (t1, t2 . . . . . . tm). From this collection, unique dictionary
of terms will be generated that represent the features. Sup-
pose F be the set of features then F = (f1, f2, f3 . . . . . . fn).
To represent these features, an m x n matrix is generated as
shown in Table 2, wherem is the number of tweets and n is the
number of features. In Table 2, there are four tweets and five
features. Each representation scheme (unigram, TF-IDF and
polarity) weighs these features in different ways as described
below.
• Unigram representation weighs features using the

boolean approach. That is, if a feature (term) from dic-
tionary of terms exists in a tweet, it will be assigned
a boolean value 1, otherwise 0. Consider Table 2,
the columns represent features and rows represent
tweets. For example, three features exist in tweet1 i.e.
f1, f2 and f3; where f1, f2 and f3 represent term1, term2
and term3, respectively.

• TF-IDF is another termweighting scheme which depicts
importance of a term to different documents in a given
corpus [72]. It can be computed as: TF-IDF = tf ∗
log(|m|/df ), where, tf is the frequency of a term in a
given tweet ti, |m| is the number of tweets, and df is the
number of documents (tweets) containing a given term.
Consider Table 2 where the frequency of a feature f1 is
assumed to be 2 in tweet1. TF-IDF for f1 in tweet1 will
be calculated as TF-IDF(f1) = 2∗ log(4/3), which gives
the result TF-IDF(f1) = 0.2498.

• Polarity based representation of features examines pos-
itive and negative strength of words [57]. For example,
a word good is a positive word and bad is a negative
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TABLE 3. Polarity-based representation of features.

TABLE 4. Confusion matrix.

word. Different dictionaries, like WordNet, have been
used by researchers in order to represent features based
on their polarity. In the current study, the dictionary
created by [73] is used which contains 4783 negative
words and 2006 positive words. In this representation,
if a feature in a tweet matches to a positive word in the
dictionary, it is assigned a polarity strength of 2, and if
a feature matches to a negative word (in the dictionary),
it will be assigned a polarity strength of 1. Values of 1
and 2 are normalized by dividing each by 2. Suppose
that tweet1 contains a positive feature f1 and a negative
feature f3, tweet2 contains a positive feature f4, tweet3
contains a negative feature f3, and tweet4 contains a
positive feature f1. The resulting representation is shown
in Table 3.

G. EVALUATION METRICS
The performance of clustering and classification algorithms
can be measured along different dimensions, including qual-
ity and time efficiency. The quality of clustering (and classi-
fication) results is a complex phenomenon that can be mea-
sured in different ways. One approach is authoritativeness
whereby the clustering results of an algorithm are compared
against the results of some authority (e.g., human experts).
In this study, to show authoritativeness, we adopted the accu-
racy measure as reported in [74] and area under the curve
(AUC) metric. In accuracy measure, a confusion matrix is
built as shown in Table 4, where a, b, c and d are the number of
tweets in each cluster. The cluster labeling is achieved as fol-
lows: if (a+d)>(b+c), cluster1 will be considered as the posi-
tive cluster, otherwise cluster2 will be regarded as the positive
cluster. Then, the accuracy is calculated as (a+d)/n or (b+c)/n,
where n is the total number of tweets in this case. In this study,
we used this accuracy measure, AUC and time efficiency to
measure the performance of both clustering and classification
techniques.

IV. EMPIRICAL STUDY
Weka,3 an open source machine learning library, is used for
the experimental setup. The schematic diagram of this setup

3https://www.cs.waikato.ac.nz/ml/weka/

is shown in Figure 1 and its essential elements are outlined
below.

• The process starts by necessary preprocessing wherein
all tweets are first converted to lowercase letters and
then tokenized. The stopwords, downloaded from the
WordNet, are removed. All punctuations (e.g. !, =, ;
etc.) and numbers are eliminated. Emoticons are not
considered in this study, hence they are also removed.
All the repeated words and URLs are removed as well
in order to create unique tokens.

• Next, the preprocessed tweets are transformed into fea-
ture vectors. The features are represented using uni-
grams, TF-IDF and words’ polarity.

• Finally, the feature representation is submitted to each
competing algorithm, in turn, for clustering. At this
stage, the cooperative framework is also envoked which
selects the optimal cluster for the given tweet based on
majority voting. Each algorithm terminates when the
number of clusters is equal to 2 (i.e., the threshold point)
becausewe need to create two groups i.e. one for positive
tweets and the other for negative tweets.

• Accuracy and total time elapsed for each algorithm are
recorded for later analysis.

All experiments were run on Core TM(i3) machine with
1.70 GHZ CPU speed and 4GB RAM.

A. WORKING OF THE PROPOSED CLUSTERING
FRAMEWORK
It is instructive to use an example to demonstrate how the
clustering frameworkworks.We consider the tweets as shown
in Table 2 for this purpose. In this example, the clustering
process will terminate at a threshold of 2, i.e., when only two
clusters remain in the hierarchy.

• SL initially considers all tweets as individual clusters,
resulting into four clusters at the beginning. Using the
threshold value 2, the algorithm will cluster the tweets
as a Euclidean-distance measure: d(tweet1, tweet1) = 0
d(tweet1, tweet2)
=

√
(0−1)2+(1−1)2+(1−1)2+(0−0)2+(0−0)2

= 1
Similarly, mutatis mutandis, the distance between
the other tweet combinations is computed as shown
in Table 5. In this matrix, it can be observed that
the minimum distance is 1, which results in grouping
tweet1 and tweet2 into a single cluster: [tweet1, tweet2].
The matrix in Table 5 will be updated in the next
iteration. The distance between cluster [tweet1, tweet2]
and other tweets will be computed again (see second
iteration). According to this updated matrix, the mini-
mum distance is found between cluster [tweet1, tweet2]
and tweet4 thereby placing tweet4 in this cluster:
[tweet1, tweet2, tweet4]. Since, only two clusters remain
in the hierarchy, the clustering process is termi-
nated, yielding two clusters: [tweet1, tweet2, tweet4] and
[tweet3] (see third iteration).

VOLUME 8, 2020 68585
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FIGURE 1. Schematic diagram of clustering process.

• CL starts with the same initial matrix in the first iter-
ation (like SL). In the second iteration, tweet1 and
tweet3 will be grouped into one cluster [tweet1, tweet3]
and the matrix values will be updated as shown
in Table 5. Subsequently, in the third iteration, tweet2
is grouped with cluster [tweet1, tweet3]. At this point,
the clustering process terminates with two clusters:
[tweet1, tweet2, tweet3] and [tweet4].

• AL clusters the tweets in Table 2 as follows:

d(tweet1, tweet2)

=

√
(−1)2 + (0)2 + (0)2 + (0)2 + (0)2/1 ∗ 1 = 1

The distance matrix in the first iteration is the same
like SL and CL. The algorithm then combines tweet1
and tweet2 into one cluster [tweet1, tweet2] and the
distance matrix is updated. Finally, in the third itera-
tion, tweet4 will be merged together with this cluster
[tweet1, tweet2, tweet4] and the clustering process termi-
nates, forming two clusters: [tweet1, tweet2, tweet4] and
[tweet3].

• The cooperative framework assigns a tweet to its
appropriate cluster based on majority vote. For
example, both SL and AL place tweet4 in cluster
[tweet1, tweet2, tweet4], whereas CL places it in cluster
[tweet4]. Therefore, based on the majority vote, tweet4
is assigned to cluster [tweet1, tweet2, tweet4].

V. RESULTS AND DISCUSSION
In this section, results of clustering and classification algo-
rithms for twitter sentiment analysis are discussed. In order
to perform tweet classification, 10-fold cross validation [24]
is used. Performance of each algorithm is measured along
two dimensions, clustering/classification quality and time
efficiency. To measure clustering quality, a well-known accu-
racy metric [74], and area under the curve (AUC) are used.
AUC is a measure of indication for the degree of separability
between classes. AUC value generally lies between 0.5 and 1,
closer the value to 1, better the performance. On the other
hand, time efficiency is computed in terms of CPU time
elapsed.

A. CLUSTERING AND CLASSIFICATION QUALITY
In Table 6, results of accuracy, AUC and time efficiency
(secs) are presented for classification techniques. Table 7 and
Table 8 depict accuracy, AUC and time efficiency, respec-
tively, for clustering techniques.

1) HIERARCHICAL CLUSTERING
The results of three hierarchical-clustering algorithms
in Table 7 indicate that overall CL (mean accuracy value
on all datasets and features ' 68 percent, AUC ' 0.65)
outperformed both SL (mean accuracy value ' 62 percent,
AUC ' 0.59) and AL (mean accuracy value ' 59 percent,

68586 VOLUME 8, 2020



M. Bibi et al.: Cooperative Binary-Clustering Framework Based on Majority Voting for Twitter Sentiment Analysis

TABLE 5. Working of the clustering framework.

TABLE 6. Accuracy (Acc in %), AUC and time efficiency (TE in secs) values for classification techniques using 10-fold cross validation.

AUC' 0.52). The best performance for CL was observed for
NewTweets dataset while using unigram features (accuracy
' 75 percent, AUC ' 0.75). The performance of both SL
and AL was comparable to each other on all combinations of
datasets and features.

2) HIERARCHICAL VS. PARTITIONED CLUSTERING
It is evident from Table 7 that both k-means and CL offer
comparable performance. Even though the mean accuracy
and AUC values for CL are slightly lower than that of
k-means, the difference is negligible.

3) COOPERATIVE CLUSTERING VS. INDIVIDUAL CLUSTERING
TECHNIQUES
The results in Table 7 show that individually on all datasets
and features the cooperative clustering outperforms k-means
and individual hierarchical-clustering algorithms. The mean
accuracy and AUC values of cooperative clustering (accu-
racy ' 75 percent, AUC ' 0.68) is higher than that of CL
(accuracy' 68 percent, AUC' 0.65) and k-means (accuracy
' 70 percent, AUC ' 0.66). These results suggest that
improved cluster quality can be obtained by combining dif-
ferent techniques in a systematic manner.
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TABLE 7. Time efficiency (secs) of the competing techniques.

4) PERFORMANCE OF CLASSIFIERS
In classification techniques, SVM performs better than Naïve
Bayes as shown in Table 6. Individually, highest accuracy

TABLE 8. Time efficiency (secs) of the competing techniques.

can be seen for SVM (accuracy ' 79 percent, AUC ' 0.79)
on NewTweets. However, on average, performance of Naïve
Bayes and SVM is close for all datasets.
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5) CLASSIFIERS VS. CLUSTERING
It is evident from Table 6 and Table 7 that, on an average
performance of k-means, CL and cooperative clustering is
close to Naïve Bayes and SVM in case of unigrams and
TF-IDF based features. Performance of CL, k-means and
cooperative clustering is better than Naïve Bayes and SVM
for polarity based features.

6) FEATURES ANALYSIS
We also examined the impact of different feature represen-
tation schemes on cluster quality. The findings elucidate that
all the representations performed equally good in determining
the cluster quality. Among clustering techniques, unigrams
scheme showed the best performance on NewTweets dataset
by using cooperative clustering (accuracy' 77 percent, AUC
' 0.77). In addition, mean accuracy values show that k-means
and cooperative clustering perform better than SL, CL and
AL for all types of features. While among classifiers, SVM
gives best performance for TF-IDF on NewTweets. For com-
parative analysis between clustering and classification based
on features, consider Table 6 and Table 7. It is interesting to
note that both clustering and classification achieve the best
performance on TF-IDF.

B. TIME EFFICIENCY
We measured time efficiency of each algorithm in terms of
CPU time elapsed (secs) as shown in Table 6 and Table 8 for
classification and clustering, respectively.

1) HIERARCHICAL CLUSTERING
Among the three hierarchical clustering algorithms, it is inter-
esting to note that the processing time taken by CL (mean
time across all features ' 235 secs) is considerably lower as
compared to SL (mean time ' 355 secs) and AL (mean time
' 330 secs). The SL seems fairly expensive compared to CL
and AL.

2) HIERARCHICAL VS. PARTITIONED CLUSTERING
The k-means algorithm outperforms all other techniques in
terms of time efficiency. On average, the total elapsed time
for each dataset and feature representation is below 5 secs,
which is far better than CL, which offers the best time
efficiency (' 235 secs) among hierarchical clustering algo-
rithms. As expected, cooperative clustering is very expen-
sive (mean time across all features ' 930 secs), because it
combines three individual hierarchical clustering techniques.
Hence the total time elapsed by each technique adds up in
cooperative clustering.

3) FEATURES ANALYSIS
Both unigrams and TF-IDF offered competitive time effi-
ciency (' 2 secs). However, words’ polarity feature is
relatively slower (' 5 secs) as compared to other two
representations.

4) CLASSIFICATION ALGORITHMS
Table 6 shows that on an average Naïve takes more time as
compared to SVM for all datasets. Both classifiers took the
maximum time for SS-Tweet dataset. It is due to the fact that
the number of features are greater in number for SS-Tweet
in comparison with other datasets as shown in Table 1. The
minimum time is consumed for STS-Test dataset by both
techniques.

5) CLASSIFICATION VS. CLUSTERING
Comparative analysis from Table 6 and Table 8 reveals that
among all competing clustering and classification techniques,
k-means took the least time for all datasets and all types of
features. SVM and Naïve took modest time while SL, CL,
AL and cooperative clustering are expensive in terms of time
consumption.

C. DISCUSSION
Some interesting observations relevant to the strengths and
limitations of clustering approaches arose during this study
which are worth discussing. Our results suggest that hier-
archical clustering techniques offer better-quality clusters as
compared to the k-means algorithm.However, the latter offers
better time efficiency. If output quality and time efficiency
are addressed together, this raises the question of how these
two factors should be traded off against each other. If one
algorithm produces better quality clusters than that of the
other but is beaten in time efficiency, which algorithm should
be preferred? Perhaps output quality be ranked higher as com-
pared to time efficiency because ultimately it is the solution
quality that matters and hierarchical clustering techniques
give better quality results. Cooperative clustering generates
most authoritative clusters but it is computationally very
expensive as compared to the other techniques. However,
it might be interesting to see how the performance of this
approach could change both in terms of solution quality
and time efficiency if multiple clustering techniques can be
integrated using other methods, for example, in a cascading
manner. Our notion of cooperative clustering also makes
an interesting case for applying this on a high-performance
computing (HPC) platform for better results (both in terms of
solution quality and speed).

Computational cost of hierarchical clustering algorithms
increases with the increase in the size of the dataset. However,
low computational cost of k-means still supports the argu-
ment that clustering can be useful for sentiment analysis as
compared to supervised learning techniques, which require
manual labeling of data.

A detailed comparative analysis suggests that in terms
of accuracy, performance of CL, k-means and coopera-
tive clustering is comparable to classification. Furthermore,
in terms of time efficiency, k-means is least expensive algo-
rithm. An important motivation to use unsupervised learning
instead of supervised learning is the labeled-data bottleneck
in the latter. Because twitter datasets can be huge in size,
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if supervised learning techniques are used there is a require-
ment to manually label the data which is a time consuming
and tedious task. The results of our empirical study suggest
that the accuracy of the proposed clustering framework is
comparable to classifiers. We also compared the performance
of hierarchical clustering techniques with k-means, whose
performance has already been shown similar to supervised
learning techniques [74], and showed that the performance of
the former, especially complete linkage, is comparable to k-
means. The findings of our study depict that clustering tech-
niques can be used for reliable (twitter) sentiment analysis.
Therefore, it is reasonable to explore clustering techniques
for twitter sentiment analysis if clustering accuracy is com-
parable to that of supervised learning.

Recently, a paradigm shift from word-level to concept-
level sentiment analysis encourages to consider this latest
methodology for sentiment analysis in which deep learn-
ing is taken into account [45]–[47], [54]. In the concept
based approach, word embedding vectors [75] are generally
used instead of conventional bag-of-words models [76]–[78].
In [54], authors used unlabeled texts and exploited lexical co-
occurrence information to generate a direct acyclic graph of
concepts. The polarity score of initially known concepts is
used in an incremental manner to compute polarity scores
of new concepts. Building on earlier work [39], findings
encourage us to extend the existing work by taking deep-
learning approaches into account.

VI. CONCLUSION AND FUTURE WORK
Twitter sentiment analysis is an important yet challenging
problem. In this work, an empirical study aimed at investi-
gating to what extent the individual hierarchical clustering
techniques (SL, AL and CL) and their combination (coopera-
tive clustering) improve the quality of clustering for sentiment
analysis of unlabeled data. The results of these techniques
were also compared with k-means and two state-of-the-art
classifiers (SVM and Naïve Bayes). The accuracy metric and
AUC measure were used to measure the quality of cluster-
ing/classification and the CPU elapsed timewas computed for
time efficiency. Experimental results revealed that, on aver-
age, CL provided better quality clusters as compared to SL,
AL and k-means. Cooperative clustering seems to be the
most suitable in terms of creating high quality clusters than
all other techniques. However, time efficiency of k-means
clustering is the best as compared to other techniques. The
results also suggest that, especially, accuracy of the proposed
cooperative-clustering framework is comparable to classifiers
which is encouraging. In summary, our results suggest that
cooperative clustering based on majority voting provides bet-
ter cluster quality with tradeoff of poor time efficiency. The
findings of our study depict that clustering techniques can
be used for reliable (twitter) sentiment analysis. One future
direction can be to combine hierarchical clustering and k-
means clustering to balance the tradeoff of the clustering
quality and time efficiency.We also intend to apply our notion
of cooperative clustering on a HPC platform to account for

time efficiency. Another useful future work is to explore the
possibility of using more recent Sentic-computing methods,
including deep recurrent neural network [78] to aid the pro-
cess of sentiment analysis.
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