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ABSTRACT Even with the advantages of the sine cosine algorithm (SCA) in solving multimodal problems,
there are some shortcomings for this method. We observe that the random patterns utilized in SCA cause
an increasing attraction toward local optima. This study developed a rationalized version of this technique
to deal with several representative benchmark cases with different dimensions. The improved algorithm
combines the chaotic local search mechanism and Lévy flight operator with the core trends of SCA. The
new variant is named as CLSCA. The Lévy flight with long jumps is adopted to boost the exploratory
tendencies of the algorithm, while the chaotic local search mechanism is used as a local search for
the destination point, which helps to further enhance the exploitation capability of SCA. Therefore, a
suitable equilibrium between the exploration and exploitation can be kept in the CLSCA by two embedded
patterns. To investigate the effectiveness and strength of the developed method, the CLSCA was tested on
many benchmark functions, including different types of tasks such as single modal, multi-modal, hybrid,
and composition functions. We compare the CLSCA with well-known optimizers, like particle swarm
optimization (PSO) algorithm, grey wolf optimizer (GWO), SCA with differential evolution (SCADE),
opposition-based SCA (OBSCA), fuzzy self-tuning PSO (FST_PSO), chaotic salp swarm algorithm (CSSA),
and Chaotic whale optimizer (CWOA). Numerical experimental results demonstrate that the exploratory and
exploitative properties of the classical SCA are clearly improved. The experimental results also show that
our improved CLSCA is a better technique for different kinds of optimization tasks.

INDEX TERMS Sine cosine algorithm, optimization, chaotic local search, Lévy flight.

I. INTRODUCTION
With the expansion of tools and soft computing methods,
the community is facing many real-life tasks that need
to feasible solutions using mathematical models [1]–[7].

The associate editor coordinating the review of this manuscript and

approving it for publication was Hao Luo .

However, metaheuristic methods (MAs) and machine learn-
ing models are effective substitute techniques for tack-
ling practical problems [8]–[11]. Inspired by nature or
physical problems, numerous intelligent algorithms have
been widely used to solve optimization problems [12]–[16].
These intelligent algorithms often show better results than
traditional gradient-based algorithms [17]. Some of these
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intelligent algorithms, like the whale optimization algo-
rithm (WOA) [14], [18]–[21], bat algorithm (BA) [22], [23],
differential evolution (DE) [24], fruit fly optimization
algorithm (FOA) [25]–[29], moth-flame optimization algo-
rithm (MFO) [30]–[33], ant colony optimization algo-
rithm (ACO) [34], [35], grey wolf optimizer (GWO)
[36]–[38], grasshopper optimization algorithm (GOA) [39],
fireworks algorithm (FWA) [40], particle swarm optimization
(PSO) [41]–[43], salp swarm algorithm (SSA) [44], Harris
hawks optimization (HHO) [45]–[47], and bacterial foraging
optimization (BFO) [15], [48]–[50], have tackled various
optimization cases. In 2016, Mirjalili [51] proposed a new
metaheuristic algorithm, namely the sine cosine algorithm
(SCA). In the SCA, mathematical sine and cosine functions
are used to conduct the exploration and exploitation of the
search space. Simplicity and efficiency have been demon-
strated in terms of convergence and computational efforts.
As a result, the SCA has attracted extensive attention from
the research community in various fields [52]–[55].

In the SCA algorithm, sine and cosine functions are
employed to update a set of candidate solutions [51], which
balances the trade-off between exploration and exploitation
in the search space. However, like other meta-heuristic algo-
rithms, SCA is easy to fall into a local minimum that it
appears in the computational effort required to find the global
optimal solution. This happens for the reason that operators
applied in the process of exploration do not work well to
analyze the search space. Therefore, in the related litera-
ture, many improved SCA variants have been researched
[52]–[56]. In 2017, Abd Elaziz et al. [57] proposed a devel-
oped SCA using opposition-based learning (OBL) as a mech-
anism to generate more accurate solutions. The proposed
algorithm has been tested using benchmark functions and
constrained engineering design optimization problems, and
the results supported the efficacy of the proposed approach
for finding the optimal solutions in complex search spaces.
Sindhu et al. [58] put forward an improved SCA (ISCA)
schema to select the best features for boosting the classifica-
tion accuracy, and their results indicated that the ISCA could
achieve a better classification performance with a fewer num-
ber of features. A newmulti-objective SCA (MO-SCA) based
on the search technique of the SCAwas developed by Tawhid
and Savsani [59], and their simulation results confirmed that
the developed MO-SCA was effective and more suitable
in dealing with multi-objective benchmark problems and
multi-objective engineering design problems. For fast and
efficient tracking, a hybrid SCA with the Cauchy and Gaus-
sian mechanisms was developed by Kumar et al. [60] for a
single sensor-based maximum power point tracking (MPPT)
algorithm. The performance of the developed method has
been compared with that of the conventional dual (voltage
and current) sensor-based MPPT strategy and several recent
state-of-the-art techniques, and the results of such compar-
isons validated the performance of the proposed technique.
Issa et al. [61] introduced a hybrid algorithm called ASCA-
PSO, which was based on the combination of SCA and PSO.

Experimental results have demonstrated the performance of
the proposedmethod for settling several benchmark problems
and the real-world problem of a pairwise local alignment
algorithm. In 2018, Chegini et al. [62] proposed a novel
hybrid algorithm by combining the PSO algorithm, posi-
tion updating equations of the SCA, and the Lévy flight
approach. The proposed method was shown to be very effec-
tive for tackling 23 benchmark functions, and 8 constrained
real problems in engineering. Nenavath and Jatoth [63]
developed the SCA-DE, an enhanced version of the SCA
created by merging it with the Differential Evolution algo-
rithm (DE). They verified the capabilities of the SCA-DE
by using it to solve the 23 benchmark functions and object
tracking cases. Their experimental results showed that the
SCA-DE model outperformed the other hybrid approaches.
Soon after that, Nenavath et al. [64] also developed a hybrid
approach, which combined the SCA and PSO for object track-
ing cases. An improved SCA for tuning the forecast engine
of air pollutant concentration was proposed by Li et al. [65],
and their results demonstrated that the developed method
could commendably accomplish the optimization process.
Rizk-Allah [66] presented a new, improved version of the
SCA that regarded a multi-orthogonal search strategy as
a mechanism for solving engineering design problems and
experimentally showed that the enhanced approach could
produce very competitive results in most cases.

Additionally, Rizk-Allah [67] also proposed a hybrid opti-
mization algorithm taking into account the combination of
the orthogonal parallel information and SCA for solving
numerical optimization problems and showed that it could
reach a very high level of competition. A novel SCA using
a Q-learning algorithm, Lévy flight motion, and a crossover
strategy was proposed by Zamli et al. [68] to facilitate jump-
ing out of local minima. Their experimental results indicated
that the proposed algorithm outperformed other recent state-
of-the-art strategies. Zhang et al. [69] hybridized the water
wave optimization algorithm and SCA with elite opposition-
based learning to deal with optimization functions and struc-
tural engineering design problems. The results confirmed that
the developed algorithm could achieve a highly competitive
performance compared with its peers, especially in conver-
gence speed and calculation accuracy.

Motivated by these observations, an improved SCA vari-
ant, termed the CLSCA, using two strategies has been pro-
posed. First, the Lévy flight with long jumps was well capable
of increasing the diversity of the population. Then, the chaotic
local search (CLS) strategy was added into the exploitation
phase of the SCA to modify the exploitation searching pro-
cess. To assess the performance of the improved CLSCA,
its performance was compared with other well-known opti-
mization methods, several variants of the SCA, and the
well-known advanced algorithms in the literature. Nineteen
classical benchmark functions and 30 CEC2014 benchmark
functions with different characteristics have been utilized in
this paper. The results showed that the proposed CLSCA
method outperformed other optimization methods and the
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state-of-the-art SCA variants in most benchmark cases.
Different metrics and statistical validations provided evi-
dence of the excellent performance of the proposed CLSCA
in these experiments.

The organization of the paper is as follows. An overview
of the SCA algorithm is shown in Section 2. The improved
CLSCA is presented in Section 3. The experimental results
are described and discussed in Section 4. Section 5 analyzes
the experimental results of CLSCA on engineering problems.
In section 6, the conclusions are drawn, and future works are
summarized.

II. AN OVERVIEW OF SINE COSINE ALGORITHM (SCA)
The SCA is a new population-based optimization algorithm
recently put forward by Mirjalili [51]. Like all the other
stochastic optimization algorithms, the SCA process can be
divided into two parts, namely the exploration phase and the
exploitation phase [70]. Based on these two phases, different
regions of the search space can be explored utilizing equa-
tions that include sine and cosine functions. The position
updating equations are stated as follows:

X t+1(i,j) = X t(i,j) + rand1× sin (rand2)

×

∣∣∣rand3DPtj − X t(i,j)∣∣∣ (1)

X t+1(i,j) = X t(i,j) + rand1× cos (rand2)

×

∣∣∣rand3DPtj − X t(i,j)∣∣∣ (2)

where X t(i,j) and X t+1(i,j) are the positions of the i-th current
search point in the j-th dimension at iterations of t and t + 1,
respectively; DPtj is the solution of the destination point in
the j-th dimension, and | · | represents the absolute value;
parameters rand1, rand2 and rand3 are random parameters of
the SCA. By combining these two equations, a new equation
is constructed:

X t+1(i,j) =



X t(i,j) + rand1 × sin (rand2)

×

∣∣∣rand3DPtj − X t(i,j)∣∣∣ , rand4< 0.5

X t(i,j) + rand1 × cos (rand2)

×

∣∣∣rand3DPtj − X t(i,j)∣∣∣ , rand4 ≥ 0.5

(3)

where rand4 ∈ [0, 1] represents a random value and switches
the sine and cosine components in Eq. (3). The parameters
rand1, rand2, rand3 and rand4 are the four main primary
parameters that influence the searching process of the SCA.
Themain task of rand1 in Eq. (4) is to define the next position
of the current search point that can be located in the space
between the solution and destination point (rand1< 1) or
outside it (rand1> 1).

rand1 = A− tA/T (4)

where constant A is set to 2, t indicates the current itera-
tion, and T represents the maximum number of iterations.
The parameter rand2 ∈ [0, 2π ] defines how far the solu-
tion can be close to or far away from the destination point.

FIGURE 1. Flowchart of the SCA.

The function of rand3∈ [0, 2] is to control the effect ofDP on
the distance definition. The flowchart of the SCA is depicted
in Figure 1.

III. PROPOSED CLSCA STRATEGY
The main purpose of this work is to improve the performance
of the original SCA by combining it with the CLS strategy
and the Lévy flight operator on the complex optimization
problems. The Lévy flight operator is used to add the popu-
lation diversity for the SCA, while the CLS strategy forces
the solution to move towards the destination point in the
exploitation phase. These two mechanisms also effectively
balance exploration and exploitation abilities.

A. CHAOTIC LOCAL SEARCH
To further enhance the search performance of the method,
the CLS strategy is embedded in the searching process of the
SCA. Chaos is a typical non-linear phenomenon; it is ergodic,
random, and sensitive to its initial conditions [71]. The pri-
mary function of the CLS strategy is to generate chaotic
variables by a chaotic system. Chaos is also characterized by
ergodicity and randomicity. Therefore, the chaotic regional
search strategy conducts the second search in the neighbor-
hood of the best search individual (destination point). The
candidate solution of the destination point in the CLS method
is generated as follows:

CS = (1− i)× DP+ i× CH ′i i = 1, · · · ,N (5)

where CS denotes the candidate solution, DP is the location
of the best search individual, i = (G − t+1)/G represents
the contraction factor, and CH

′

i is defined as follows:

CH ′i = lb+ CH i × (ub− lb) (6)

where lb and ub are, respectively, the lower and upper limits
of the search space, CH

′

i is a chaotic vector and CH i is the
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chaotic variable. The classic logistic map was used in this
work, as shown in Eq. (7):

CH i = β × chi × (1− chi) i = 1, · · · ,N − 1 (7)

where we set 0 <ch1< 1 and ch1 6= 0.25, 0.5, 0.75, 1; N is
the number of searching individuals; 0 <β ≤ 4 is a chaotic
attractor. In particular, when β is set to 4, the above classical
logistic chaotic sequence is given as:

CH i = 4chi × (1− chi) i = 1, · · · ,N − 1 (8)

B. LÉVY FLIGHT
The Lévy flight [39] has been employed in the SCA to
enhance the search capabilities of the current search agents.
The random number generated by the Lévy flight consists of
the following two steps: the random selection of the direction
and the generation of the step length values, which are based
on the Lévy distribution rule. A simple version of Lévy
distribution can be given as follows:

L (s, γ, µ)

=


√

γ
2π exp

[
−

γ
2(s−µ)

]
1

(s−µ)3/2
, 0 < µ < s <∞

0, s ≤ 0
(9)

where µ denotes the location or shift parameter, and γ > 0 is
a scale (controls the level of distribution) factor. Lévy distri-
bution should be described in the light of Fourier transform.

F (k) = exp
[
−α |k|β

]
, 0 < β ≤ 2 (10)

where α is a parameter between [−1, 1] and known as a scale
factor, β is an index of stability. To obtain a deeper trade-
off between the inclusive exploratory and neighborhood-
informed capacities of the algorithm, the Lévy flight strategy
can be used to update the location of the searched individual,
which can be calculated as follows:

XLi = Xi + L(δ)⊕ Xi (11)

After the Lévy flight operator is complete, XLi is the new
position of i-th individualXi and ⊕ indicates the entry-wise
multiplications.

C. CLSCA METHOD
Our proposed CLSCA combines two mechanisms. First,
the chaotic local search strategy is introduced into the SCA
to overcome the deficiency of stagnation in local optima.
Then, to ensure the diversity of the population, the Lévy flight
operator is employed in the updating process of the search
agents. Here, the proposedCLSCAwill be described in detail.

Step 1: The Lévy flight operation acts on the updating pro-
cess of the current search individual to generate the new ver-
sion of the search agent XL

i according to Eq. (11). To ensure
the quality of the CLSCA population, search individuals with
higher fitness will be retained, which is generated as follows:

Xt+1
i =

{
XL
i fitness

(
XL
i

)
> fitness(Xi)

Xi otherwise
(12)

Step 2: The solution is generated by CLS strategy, and the
location of the destination point in the whole searching pro-
cess is updated. The modified mathematical model can be
produced by:

DPt+1 = (1− ∝)× DPt+ ∝ ×CH
′

i (13)

where DPt denotes the destination point during t generations
and DPt+1 is the new version of the destination point in the
t+1 iteration. It should be noted that the fittest version of DP
can be stored inDPt+1 according to the CLSmechanism, then
the quality of the destination point can be enhanced. Thus,
problems of low diversity and stagnation in the local optima
will be relieved. Accordingly, a suitable balance between
exploration and exploitation can be kept in the CLSCA.
The pseudo-code of the proposed CLSCA is represented as
follows:

Algorithm 1 The pseudo-code of the CLSCA
Initialize the population Xi(i = 1, 2, . . . ,N )
Calculate the fitness values of the initial search individuals
Set the DP as the destination point

while t< G
Update rand1 by Eq. (4)
for i = 1: N
for j = 1:d

Calculate the parameters rand2, rand3 and
rand4
Update the positions of the search agents
by Eq. (3)

End j
Amend the position of the current search individual
based on lb and ub
Perform Lévy flight operator using Eq. (11)
to generate a candidate search agent XLi
Update the X t+1i by performing Eq. (12)

End i
Perform CLS strategy using Eq. (13) for DP
Update DP if there is a better search individual

Return DP

The computational complexity of the improved CLSCA
mainly depends on the total number of search agents
(N ), the number of algorithm iterations (G), and dimen-
sions of the specific optimization tasks (d). The over-
all computational complexity of the proposed method is
O(CLSCA)= O(Initialize)+O(Calculate the fitness val-
ues of the initial search individuals)+O(Set DP)+G ×
(O(Update the current search agents)+O(Perform Lévy flight
operator)+O(Update DP by CLS strategy). Different opti-
mization problems have different time complexities; thus,
there is no O(Calculate the fitness values) consideration.
The time complexity for initialization is O(N × d). Set the
position of DP is O(N 2). The computational complexity of
updating all solutions is O(G×N×d). Performing the Lévy
flight operator for the swarm is O(G×(N×d+N×d+4N)).
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TABLE 1. Description of the benchmark functions.
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TABLE 1. (Continued.) Description of the benchmark functions.

The time complexity of O(Updating DP) by CLS strategy is
O(G×(N×d+N×d+N2)). Therefore, the time complexity of
the proposed CLSCA is as follows:

O(CLSCA) = O(N × d)+ O(N 2)+ G× (N × d + N × d
+N × d+4N + N × d + N × d + N 2)

= O(N × d + N 2)+ G× (5O(N × d)
+4O(N )+ O(N 2)). (14)

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. BENCHMARK FUNCTION VALIDATION
Through this experiment, we selected 49 benchmark
functions to compare the proposed CLSSCA with other com-
petitive algorithms. These include unimodal functions, mul-
timodal functions, fixed-dimension multimodal functions,
hybrid functions, and composition functions (See F1-F49).
Here, 19 benchmark functions are classic test functions
chosen from an earlier study [72]. F20-F49 functions are
selected from IEEECEC2014 benchmark functions [73]. The
49 benchmark functions are described in detail in Table 1,
where D and Range are the dimensions of the corresponding
function and the boundary of the search space, respectively,
and fmin represents the optimal value.
For unbiased experimental results, experiments were con-

ducted under the same conditions, to reduce the impact of
randomness; each benchmark function was independently
performed 30 times in different tests.

B. THE IMPACT OF CLS AND LF STRATEGY
The improved CLSCA introduces two strategies into the
original SCA, namely the CLS and Lévy flight. As shown

TABLE 2. Various SCA variants with three strategies.

in Table 2, we investigated the effects of each of the
three different SCA variant tests on the proposed algorithm.
In Table 2, ‘‘CLS’’ and ‘‘LF’’ denote ‘‘Chaotic local search’’
and ‘‘Lévy flight’’, respectively. Also, in Table 2, ‘‘1’’ indi-
cates that the method is added to the algorithm, while ‘‘0’’
shows that the method is not added. For example, LSCA
means that the SCA combines ‘‘LF’’ without ‘‘CLS’’.

In this section, 26 benchmark functions, including uni-
modal functions, multimodal functions, fixed-dimension
multimodal functions, and composition functions, are
selected. Also, for the validation of the experimental results,
each algorithm was tested under the same parameter set-
tings. The Friedman test [74] can rank the average of the
performance of these methods to establish the differences
between them. According to Table 3, the CLSCAmethod has
the lowest ranking value; thus, the CLSCA performs best in
the 26 benchmark functions compared to the other methods.
From the above analysis, the combination of CLS and Lévy
flight is the best way to improve the SCA, which also proves
the effectiveness of our improved algorithm CLSCA.

Figure 2 shows the change of solution and adaptation val-
ues of CLSCA and its variants. On F7, Figure 2. (a) shows the
solution spatial distribution of CLSCA, and it can be clearly
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TABLE 3. Average ranking values of various SCA variants using the Friedman test.

seen that most of the solution positions are concentrated
around the optimal solution. Figure 2. (b) shows the distri-
bution of solutions in the first dimension. It can be seen that

the solution of CLSCA shrinks faster than other SCA variants
and has a strong anti-interference ability. Figure 2. (c) shows
the change in the average fitness value. It is obvious that

VOLUME 8, 2020 61477



H. Huang et al.: Rationalized Sine Cosine Optimization With Efficient Searching Patterns

FIGURE 2. (a) Location distribution of CLSCA on several benchmark functions, (b) Trajectory of SCA variants in the first dimension, (c) Average fitness of
SCA variants, (d) Convergence curves of SCA variants.

CLSCA converges faster than CSCA and SCA in the early
stage. Figure 2. (d) shows the change of the optimal value,
and CLSCA achieves the optimal solution faster than other
SCA variants. In general, CLSCA is superior to other SCA
variants in all graphs.

C. SCALABILITY TEST
To further test the performance of the CLSCA, the scalability
was tested by comparing the results of the CLSCAwith those

of the original SCA in different dimensions. The optimization
algorithm evaluates the impact of dimensions on its effective-
ness through scalability tests. The influence of increasing the
dimension on the CLSCA solution is evaluated. The exper-
iment explored four different dimensions, namely 100, 500,
1000, and 2000. In the test, the number of evaluations and
population size was set as 1000000 and 30, respectively. Also,
eachmethod is independently executed 30 times. The average
optimal value (mean) and standard deviation (std) of the
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TABLE 4. Comparison results of the different dimensions.

algorithm under multiple dimensions are shown in Table 4.
The data in Table 4 reveals that, in high-dimensional experi-
ments, the optimal value of the convergence of the CLSCA is
still higher than that of the SCA. At the same time, since the
high-dimensional problem ismore challenging to address, the
standard deviation of the high-dimensional problem increases
with the increase of the dimension. Therefore, the CLSCA
can offer better results in all functions from F1 to F13.

D. COMPARISON OF CLSCA WITH CLASSICAL
METAHEURISTIC ALGORITHMS
In this section, we compare the improved CLSCA with
eight successful metaheuristic algorithms, including SCA,
GWO, WOA, MFO, BA [22], gravitational search algorithm
(GSA) [75], firefly algorithm (FA) and PSO. In the experi-
ment, we set the number of evaluations as 300,000, the pop-
ulation size as 30 times, and the dimension of the search
space as 30. The main parameter settings for all compared

algorithms are shown in Table 5. In addition, 26 functions
mentioned above have been utilized in this part. The results
of the comparison of the CLSCA with other algorithms are
shown in Table 6; they include the mean and std of the
26 functions after 30 independent executions. Additionally,
Table 6 also shows the Friedman test used to check the
average ranking. The statistical comparison results of the
Wilcoxon test [76] are shown in Table 7. The P values
for the CLSCA and other compared algorithms shown in
Table 7 reveal, as indicated by the symbols ‘‘+’’, ‘‘-’’ and
‘‘=’’ in the last line of the table, that the CLSCA was
better, worse or equal in performance to the corresponding
algorithm.

The test results of the CLSCA and other competing meth-
ods in the 26 functions are listed in Table 6. The average result
of the CLSCA is better than those of its competitors on most
tasks. The Friedman test was also applied to sort the average
performance of the algorithms. The ranking reveals that the
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TABLE 5. Parameters setting for algorithms.

CLSCA is superior to other algorithms. The CLSCA not
only improves the performance of the original SCA but also
outperforms different algorithms. Also, the CLSCA has the
smallest std compared to other algorithms, indicating that the
CLSCA has restored stability, and the optimal solution found
has the lowest error. The Friedman test was used to assess the
average ranking value of the algorithm, as shown in the last
row of Table 6. According to the ranking results, the average
ranking of the CLSCA is the lowest among all the compared
algorithms, indicating that it has better performance than the
other algorithms. The data presented in Table 7 reveal that
most P values obtained by the comparison of the algorithms
are less than 0.05. Among the 26 compared functions, the
‘‘+/-/=’’ scores displayed by the CLSCA relative to the FA,
BA, GSA, and PSO algorithms are all ‘‘26/0/0’’, respectively,
while most of the other compared algorithms are also ‘‘+’’.
These results show that the CLSCA has apparent advantages
over the other algorithms, and has statistically significant
better performance in unimodal functions, multimodal func-
tions, fixed-dimension multimodal functions, and composi-
tion functions.

The convergence curves of six representative different
benchmark problems are shown in Figure 3. The convergence
curves show that the CLSCA has a better convergence trend
in the late evaluation period when implementing the F5 and
F13 problems. In the F7 and F10 issues, the CLSCA does not
have faster convergence than that of the GWO in the early
stage, but as the number of evaluations increases, the con-
vergence accuracy of the CLSCA is higher than that of all
competitors. F15 and F49 are also higher in terms of the
solution quality than all other competitors. In six problems,
the CLSCA has a more top convergence speed than all its
competitors.

E. WALL-CLOCK TIME COST
The wall-clock time required by CLSCA and the other 8 opti-
mizers on 26 tasks mentioned above are shown in Table 8.

We have recorded the wall-clock time over 30 independent
runs.With regard to wall-clock time for all 26 problems, it can
be decided that the suggested CLSCA consumes only a short
time than basic SCA. The leading causes for the occurrence
of the said phenomena are that two strategies (CLS strategy
and Lévy flight operator) are introduced in the conventional
SCA to achieve a better balance between the exploratory and
exploitative properties. Overall, it is observed that the wall-
clock time budget of the conventional WOA, GSA, BA, and
FA is much higher than that of CLSCA in 26 benchmark
functions. Although the time-consuming of the proposed
technique is higher than that of basic SCA, MFO, GWO, and
PSO, it can be found from the obtained experimental results
that CLSCA is significantly better than the original SCA and
other peers in most functions. Therefore, it is very feasible to
embed two synchronizing policies into the SCA.

F. COMPARISION WITH ADVANCED ALGORITHMS
Apart from some of the traditional methods tested, we also
added five advanced algorithms, namely, SCA with dif-
ferential evolution (SCADE) [63], opposition-based SCA
(OBSCA) [57], fuzzy self-tuning PSO (FST_PSO) [77],
chaotic SSA (CSSA) [78] and chaotic whale optimizer
(CWOA) [79], to further evaluate the efficacy of the CLSCA.
For comparison purposes, 13 benchmarks mentioned above
(F1-F13) with two unimodal and multi-modal multimodal
functions are chosen from 23 common benchmark cases.
Also, 30 CEC2014 benchmark tests (F20-F49) are chosen
for further evaluate the performance of the CLSCA. In this
part, the number of evaluations and the population size were
set as 450,000 and 30, respectively. The parameters of the
above algorithms are set according to their settings in the
original paper in which they were reported. The main param-
eter settings of each algorithm in the experiment are shown
in Table 9. The parameters for the dimensions, number of
evaluations, and population size in the experiment are set as
described in Section 4.4.
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TABLE 6. Comparison results of CLSCA and other algorithms.

The mean and std values of the different algorithms with
30 independent tests are listed in Table 10. Specifically,
Table 10 contains the mean and std of the CLSCA and
five compared algorithms over the 43 testing functions.

The average value of the CLSCA on most functions is less
than the competing algorithm, and the std is within a small
range. To more intuitively assess the advantages and dis-
advantages of the CLSCA and the compared algorithms,
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TABLE 7. Results of the statistical comparison between CLSCA and other algorithms by the Wilcoxon test.

TABLE 8. Results of 26 benchmark tasks.

TABLE 9. Parameter settings for the algorithms.

the Friedman test sorts the results of the algorithms. The
comparison results of the Wilcoxon test are also listed
in Table 11. The ranking obtained from the Friedman test

in the last row of Table 10 shows that the CLSCA is supe-
rior to its competitors. Accordingly, the comparison results
reveal that the CLSCA has the best overall performance
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FIGURE 3. Convergence trend of the CLSCA and other algorithms.

in these tests relative to the other compared algorithms.
As shown in Table 10, the CLSCA test result is 2.459302,
which is the smallest compared with all the other five algo-
rithms. The results of the Wilcoxon test in Table 11 show
that the CLSCA significantly exceeds its other counterparts.
According to ‘‘+/-/=’’ scores, it can be concluded that
the CLSCA is substantially better than SCADE, OBSCA,
FST_PSO, CSSA, and CWOA on 24, 28, 36, 42 and 35 out
of 43 functions, respectively. Therefore, it can be concluded
that the CLSCA outperforms the other compared competitors
on the majority functions.

Also, the average convergence curves are compared in
a logarithmic scale in Figure 4. As can be seen from the
figure, the proposed CLSCA has the fastest convergence rate
when dealing with all 9 testing function problems. In total,
it can be concluded that CLSCA obtains the best results

and convergence trends than all the other competitors over
30 independent runs.

V. CLSCA FOR THE ENGINEERING BENCHMARKS
There are several mathematical models for solving real-world
problems [85-88]. In this section, the CLSCA is used to adjust
engineering problems, namely, the pressure vessel design
problem, the I-beam problem, and the three-bar truss prob-
lem. To fully demonstrate the efficiency of the new proposed
CLSCA, the above-stated methods including the MFO, PSO,
GWO, SCADE, OBSCA, CGSCA, CBA, RCBA, and PSO
with an aging leader and ALCPSO from different communi-
ties are employed to make comparisons. Under the condition
of constraints, models are optimized to solve the optimal
value. The results of the experiments prove that the CLSCA
can effectively solve the constraint problem.
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TABLE 10. Comparison results of the CLSCA and five advanced algorithms.
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TABLE 10. (Continued.) Comparison results of the CLSCA and five advanced algorithms.

A. PRESSURE VESSEL PROBLEM
The purpose of the cylindrical pressure vessel design is to
minimize the total cost and constraints bymaterials, structure,
and welding [84]. The front end of the pressure vessel is in
the shape of a hemisphere, and the ending is covered. In the
pressure vessel, the optimized variables include the thickness
of the shell (Ts) and the head (T h), the inner radius (R), and
the range of the section minus the head (L). The optimization
model for the pressure vessel problem is expressed as follows:

Consider Ex = [x1x2x3x4]= [TsThRL]

Objective: f (Ex)min= 0.6224x1x3x4+1.7781x3x21
+3.1661x4x21+19.84x3x

2
1

Subject to g1 (Ex) = −x1+0.0193x3≤ 0,

g2 (Ex) = −x3+0.00954x3≤ 0,

g3 (Ex)=−πx4x23−
4
3
πx33+1, 296, 000 ≤0,

g4 (Ex) = x4−240 ≤ 0,

Variable ranges:

0 ≤ x1 ≤ 99,

0 ≤ x2 ≤ 99,

10 ≤ x3 ≤ 200,

10 ≤ x4 ≤ 200.

The optimization results of the CLSCA are presented
in Table 12. The PSO algorithm was used to optimize the
model, and the minimum cost was 6061.0777. MFO solved
this mathematical model with a minimum cost of 6840.476.
The GWO, SCADE, OBSCA, CGSCA, and ALCPSO were
also used to solve the model. The CBA and RCBA obtained
the current minimum cost of 7402.538 and 6636.429, respec-
tively. The minimum cost of the CLSCA was 0.006625986.
When TS ,Th,R, and L were 1.455975, 0.645503, 66.06468,
and 14.03413, respectively, the total cost of the cylindrical
pressure vessel was 6059.887. Therefore, the CLSCA can
provide optimal value for pressure vessel design models.

B. I-BEAM PROBLEM
In this section of the optimization model, the design problem
of the I-beam is described. The objective is to design the
minimum vertical deflection of the I-beam. Themathematical
parameters of the model include the length, height, and two
thicknesses. The mathematical model is described as follows:

Consider Ex = [x1x2x3x4]= [bhtwtf ]

Objective f (Ex)min =
5000

tw(h−2tf )3

12 +
bt3f
6 + 2btf (

h−tf
2 )

2

Subject to g(Ex) = 2btw + tw(h− 2tf ) ≤ 0

Variable range 10 ≤ x1 ≤ 50
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TABLE 11. Results of the statistical comparison between CLSCA and other algorithms by the Wilcoxon test.

10 ≤ x2 ≤ 80

0.9 ≤x3 ≤ 5

0.9 ≤x4 ≤ 5

The group of state-of-the-art SCA variants, including
SCADE, OBSCA, and CGSCA, were used to optimize the
mathematical model, and the minimum cost was 0.0066694,
0.0066608, and 0.0066301, respectively. The metaheuristic
algorithms MFO, PSO, and GWO algorithms were used to
optimize the model, and the minimum cost was 0.006628,
0.0066265, and 0.006626. The CBA, RCBA, and ALCPSO
obtained the current minimum cost of 0.0067452, 0.0066264,
and 0.006632, respectively.

TABLE 12. Comparison results of the pressure vessel design problem.

The optimization results of the CLSCA are presented
in Table 13. These results reveal that the minimum ver-
tical deflection obtained by the CLSCA is 0.0066259.
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FIGURE 4. Convergence curves of the CLSCA and other advanced algorithms.

TABLE 13. Comparison results of the I-beam problem.

Therefore, when the four parameters are 50, 80, 1.76459, and
5, respectively, the minimum vertical deviation of the model
is 0.0066259. Compared with other methods, the CLSCA
optimization result is better than all the other methods, and
the minimum vertical deflection value of the I-beam was
obtained.

C. THREE-BAR TRUSS PROBLEM
The three-bar truss design problem is a structural optimiza-
tion problem in which two parameters are used to achieve
the minimum weight of stress, deflection, and buckling con-
straints. The mathematical model is described as follows:

TABLE 14. Comparison results of the three-bar truss problem.

Consider Ex = [x1x2] = [A1A2]

Objective f (Ex)min =
(
2
√
2 x1 + x2

)
∗ l

Subject to g1 (Ex) =

√
2 x1 + x2

√
2x21 + 2x1x2

P− σ ≤ 0

g2 (Ex) =
x2

√
2x21 + 2x1x2

P− σ ≤ 0

g3 (Ex) =
1

√
2 x2 − x1

P− σ ≤ 0

Variable range 10 ≤ x1, x2 ≤ 1, where l= 100 cm, P =
2KN/cm2, σ = 2KN/cm2
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In this section, the CLSCA was used to solve this model
and compared it with the other nine methods described above.
Table 14 shows the results of CLSCA optimization when the
parameters are taken as 0.78806 and 0.40998, respectively,
to obtain the minimum weight of 263.89636. The results
shown in Table 14 reveal that the CLSCA obtained better
optimization results. Therefore, the CLSCA can handle the
three-bar truss design problems very well.

VI. CONCLUSIONS AND FUTURE WORKS
The CLSCA method presented in this paper can effectively
improve the performance of the original SCA method. In the
proposed CLSCA, we have added a CLS strategy to enhance
the ability of the algorithm to explore optimal values. Also,
the Lévy flight mechanism is introduced to prevent the
algorithm from prematurely falling into local optimum and
improve the ability of the algorithm to search for the optimal
value in the global scope. The optimization results in repre-
sentative testing functions, such as unimodal functions, mul-
timodal functions, fixed-dimension multimodal functions,
hybrid functions, and composition functions, showed that
the proposed CLSCA method has distinct advantages in
solving the function optimization problems and can effec-
tively improve the performance of the SCA method. More-
over, the CLSCA can achieve optimal results when solving
three engineering design problems, as it was proven that
the proposed algorithm could effectively deal with constraint
problems.

There are still many problems that need to be further
studied. First, the SCA can be combined with traditional
classical meta-heuristic algorithms to improve the local and
global search capabilities. Then, CLSCA can also be used
to solve multi-objective problems. Also, it can be deployed
on high-performance platforms with GPUs or multi-threaded
processors to reduce the amount of computation of the
algorithm.
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