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ABSTRACT To improve the observability of low-light images, a low-light image enhancement algorithm
based on nonsubsampled shearlet transform (NSST) is presented (LIEST). The proposed algorithm can
synchronously achieve contrast improvement, noise suppression, and the enhancement of specific directional
details. An enhancement framework of low-light noisy images is first derived, and then, according to
the framework, a low-light noisy image is decomposed into low-pass subband coefficients and bandpass
direction subband coefficients by NSST. Then, in the NSST domain, an illumination map is estimated
based on a bright channel of the low-pass subband coefficients, and noise is simultaneously suppressed
by shrinking the bandpass direction subband coefficients. Finally, based on the estimated illumination map,
the low-pass subband coefficients, and the shrunken bandpass direction subband coefficients, inverse NSST
is implemented to achieve low-light image enhancement. Experiments demonstrate that the LIEST exhibits
superior performance in improving contrast, suppressing noise, and highlighting specific details as compared
to seven similar algorithms.

INDEX TERMS Low-light image, image enhancement, noise suppression, nonsubsampled shearlet trans-
form, image decomposition.

I. INTRODUCTION
Low-light conditions often occur during photo shooting, such
as while photographing at night time or taking pictures under
trees or tunnels, etc. This leads to low image contrast and even
the presence of ‘‘black’’ regions in images. Moreover, there
is often noise in low-light images. To improve the visibility
of low-light images, contrast improvement and noise sup-
pression must be achieved synchronously. Low-light image
enhancement [1] plays an important role in image preprocess-
ing, as its performance directly affects the success of image
processing in the next steps, including image segmentation,
object detection, and image classification [2], [3], etc.

Various methods have been developed to improve the
visual quality of low-light images based on different models
or theories, such as histogram transforms [4]–[8], physic
models [9]–[12], multi-resolution analysis theories [13], [14],
and variational theories [15]–[19]. However, these methods
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mostly only improve the contrast, and, although noise is
included in almost all low-light images, they do not exhibit
good performance in noise suppression. Therefore, it is nec-
essary to study low-light image enhancement.

Zhuang and Hao [20] used a guide filter to refine the
illumination map and enhanced low-light images accord-
ing to the Retinex model. Priyanka et al. [21] decomposed
RGB images into luminance-chrominance components based
on the principal component analysis framework, enhanced
the contrast and brightness using the luminance component,
and suppressed noise by collaboratively filtering the lumi-
nance and chrominance. Rahman et al. [22] jointly used
Retinex and the dehazing algorithm to improve the con-
trast of low-light images according to the camera response
model. Yu and Zhu [23] presented a physical lighting model
describing poorly illuminated images, and refined the envi-
ronmental light and the scattering attenuation rate by adopt-
ing a weighted guide filter to restrain the halo and block
effects. Ko et al. [24] proposed a variational framework for
low-light image enhancement via an L2 norm optimization
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transmission map; the framework performs brightness
enhancement and noise suppression.

Hao et al. [25], [26] presented two algorithms to enhance
low-light images based on the simple Retinex model; the
method presented in their earlier study improves the contrast
of images in different illumination conditions, and the bright
channel of the image refined by a Gaussian filter was used
as the illumination of the simple Retinex model to enhance
low-light images in the later study. Ma et al. [27] transformed
RGB images into the HSI color space, and enhanced the
intensity in the HSI space with a deep convolutional neu-
ral network to improve the visibility of low-light images.
Tang et al. [28] presented a low-light enhancement method
for the suppression of strong light and bright halos based on
the atmospheric scattering model; the bright channel of the
inverse image and nonlocal mean denoising algorithm were
respectively used to suppress the strong light and noise of the
enhanced image. Guo et al. [29] optimized the illumination
map by constraining the L1 norm of the gradient of the illumi-
nation map, enhanced a low-light image according to the sim-
ple Retinex model, and suppressed the noise of the enhanced
image using the BM3D denoising algorithm. Cho et al. [31]
presented a balanced image enhancement method that both
highlights image details and improves image contrast; model-
based and fusion-based dehazing methods are integrated to
enhance images. Li et al. [32] presented a robust Retinex
model with noise suppression, and the illumination and
reflection components are constrained by the L1 norm and
Frobenius norm, respectively.

These algorithms for enhancing low-light images can be
divided into two categories, namely those without noise
suppression capability [20], [22], [23], [25]–[27], [31] and
those with a noise suppression function [21], [24], [28],
[29], [32]. However, the algorithms presented in some pre-
vious research [21], [28], [29] conduct the post-suppression
of noise, that is, noise is removed after it is magnified; in
these methods, the details of enhanced images may be over-
whelmed by the amplified noise, leading to the impossibility
of restoration. In the enhancement algorithms presented in
some other studies [24], [32], detail degradation or blurring
sometimes occur when noise is suppressed. Moreover, these
algorithms can only enhance the image as a whole, and do
not have the ability to highlight parts of details; however,
it is often necessary to highlight some details that require
attention.

According to the preceding analysis, this work presents
a low-light image enhancement algorithm based on nonsub-
sampled shearlet transform (LIEST). The proposed algorithm
simultaneously improves the contrast and suppresses noise,
and avoids the risk of noise amplification during enhance-
ment processing. Additionally, the algorithm can flexibly
highlight details of the entire image or of selected parts.

The highlights of this paper are as follows.
1. The illumination map is estimated in the non-

subsampled shearlet transform (NSST) domain, which elim-
inates the noise interference.

2. The noise suppression of the enhanced image is realized
by shrinking the NSST bandpass direction subband coeffi-
cients of the low-light image.

3. The enhancement algorithm proposed in this paper can
not only enhance the contrast of low-light images, but can
also highlight details in any specific direction.

4. The enhancement framework presented in this paper is
a general framework for low-light images with noise. Not
only the NSST can be used by the framework, but also other
geometric multi-resolution analysis methods, such as non-
subsampled contourlet transform.

The remainder of this paper is organized as follows. The
LIEST framework, which includes image decomposition,
illuminationmap estimation, noise suppression, and enhance-
ment image reconstruction, is described in section II. The
LIEST algorithm is described in section III. The enhancement
results of LIEST are provided and compared with those of
other algorithms in section IV. The parameters of LIEST are
analyzed in section V, and relevant conclusions are presented
in section VI.

II. PROPOSED ENHANCEMENT FRAMEWORK
The Retinex model represents an observed image as the prod-
uct of an illumination map and reflection component:

I = L · R, (1)

where the symbol I denotes the observed image, L denotes
an illumination map. And the symbol R denotes the reflec-
tion component, and it is also the target recovery image;
additionally, ‘‘·’’ refers to element-wise multiplication. The
goals of enhancement algorithms based on the Retinex model
are removing the interference of the illumination map and
obtaining the reflection image.

In Eq. (1), the effects of noise are not taken into account;
however, low-light images often suffer from noise erosion.
Therefore, after adding a noise term, Eq. (1) can be rewritten
as Eq. (2):

I = Il + Ih = L · Rl + (L · Rh + n), (2)

where Il and Ih respectively denote the low- and high-
frequency components of the observed image I , Rl and Rh
are respectively the low- and high-frequency components of
the reflection component R, and n is Gaussian noise with zero
mean. Il = L · Rl refers to the slow-change information of I ,
and determines the illumination map. Ih = L · Rh + n is the
fast-change information, and contains almost all the details
and noise of I . In Eq. (2), the observed image I is uniquely
given, and it can be decomposed into low-frequency compo-
nents Il and high-frequency components Ih. It is supposed that
L can be obtained from Il and n can be removed from Ih; thus,
the desired image R can be expressed as follows:

R = Rl + Rh =
Il + (Ih − n)
max(L, δ)

, (3)

where max() is the maximum operator and δ is a small
positive constant that is used to avoid a zero denominator.
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FIGURE 1. The framework of the LIEST algorithm. The red, green, and blue boxes indicate the R, G, and B color channels of the
image, respectively.

According to Eq. (3), the LIEST framework for the
enhancement of low-light images is designed, as presented
in Fig.1.

In Fig.1, the observed image is first decomposed into low-
pass subband coefficients Cc

l (c ∈{r, g, b}) and bandpass
direction subband coefficients Cc

h via nonsubsampled shear-
let transform (NSST). The illumination map estimation is
then obtained from the bright channel of Cc

l via gamma
correction and structure-aware smoothing. Then, to suppress
noise in the bandpass direction subband coefficients, the val-
ues below a certain threshold are set to zero by using a
shrinkage approach. Finally, to highlight specific details,
the bandpass direction subband coefficients are multiplied
by different gains. The enhanced low-light image is recon-
structed using the estimated illumination map, the low-pass
subband coefficients, and the bandpass direction subband
coefficients according to inverse NSST.

A. IMAGE DECOMPOSITION
NSST is used to achieve low-light image decomposition.
The implementation of NSST mainly includes multi-scale
decomposition and direction localization.Multi-scale decom-
position is achieved by a nonsubsampled pyramid algorithm,
and direction localization is realized by an improved shear
filter [33], [34]. All transformations of the NSST avoid sub-
sampling, and discrete NSST is defined as follows:{

ψj,l,k = | detA|j/2 ψ(BlAjx − k)

: j, l ∈ Z , k ∈ Z2

}
, (4)

where A is an anisotropic dilation matrix and B is a shear

matrix; they are respectively defined as A =
(
4 0
0 2

)
and

B =
(
1 1
0 1

)
.

For the appropriate choices of ψ , the discrete nonsub-
sampled shearlet forms a Parseval frame (tight frame) for
L2(R2). Therefore, the reconstruction formula corresponding
to Eq. (4) is defined as follows:

f =
∑

j,l∈Z ,k∈R2

〈
f , ψj,l,k

〉
ψj,l,k . (5)

For convenience, the NSST operation is recorded as TNSST (),
and the inverse NSST operation is recorded as T−1NSST (). Then,
a low-light image is decomposed by NSST, which can be
denoted as follows:

TNSST (I c) =

{
Cc
l ,C

c
h,j,s, j = 1, 2, . . . , J ,

s = 1, 2, . . . , Sj

}
, (6)

where Cc
l and Cc

h,j,s are respectively low-pass and bandpass
direction subband coefficients of the low-light image I c, c
denotes the RBG color channel, J is the maximum of the
decomposition scales, and Sj is the direction number of the
j-th decomposition scale. Additionally, {Cc

l ,C
c
h,j,s} denotes

the set of all the decomposition coefficients of I c. When
Cc
l = I cl , the illumination map can be obtained from Cc

l .

B. ILLUMINATION MAP ESTIMATION
According to analyses of Eqs. (2) and (6), the bright channel
of the low-pass subband coefficients Cc

l can be regarded as
an initial illumination map L̃:

L̃ = max
c∈{r,g,b}

(Cc
l , ε), (7)

where max() is the maximum operator, ε is a small positive
constant that prevents the existence of a zero value in L̃, and
the recommended value range is [0.01,0.1].
L̃ is directly used as an illumination map; if its grayscale

is too low, the enhanced image will have an excessively high
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contrast. Therefore, it is necessary to improve the grayscale
of L̃ via gamma correction, as given by Eq. (8):

LG =
(
L̃
)γ
. (8)

The value of the LG is appropriate for use as the illumination
map; however, there is still a small amount of details in the
LG, which does not satisfy the smoothing characteristic of
the illumination map. To smooth the LG and preserve its
structure, the structure-aware smoothing solver presented in
a previous work [27] is used. The solver is defined as follows:

min
L̂

∥∥∥LG(x)− L̂(x)∥∥∥2
F
+ α

∑
x

∑
d∈{h,v}

Wd (x)(∇d L̂(x))2

|∇dLG(x)| + ε
, (9)

where α is the balance coefficient, ε is a small constant to
prevent a zero denominator, L̂ is the target illumination, ‖·‖F
denotes the Frobenius norm, and ∇d contains ∇h (horizontal)
and ∇v (vertical), and is a first-order difference operator.
Additionally, Wd (x) includes Wh(x) (horizontal) and Wv(x)
(vertical), and is a weight matrix that is defined by the
following:

Wd (x) =
∑
y∈�(x)

Gσ (x, y)
|
∑

y∈�(x)
Gσ (x, y)∇dLG(y)| + ε

, d ∈ {h, v}

(10)

where �(x) is a local window centered at pixel x, y is an
index in the�(x). Gσ (x, y) is generated by a Gaussian kernel
function with the standard deviation of σ . Throughout this
work, σ = 2 is set. |·| is the absolute value operator. Gσ (x, y)
is given by Eq. (11):

Gσ (x, y) ∝ exp
(
−dist(x,y)

/
−2σ 2

)
, (11)

where dist(x, y) is the spatial Euclidean distance between
pixels x and y.
According to Eqs. (10) and (11), Eq. (9) only contains

quadratic terms. Thus, referring to previous work [29], [30],
the value of L̂ that minimizes Eq. (9) is uniquely defined as
the solution of Eq. (12):

(I+
∑

d∈{h,v}

DTdDiag(W̃d )Dd )L̂ = LG, (12)

where the symbol Dd denotes forward difference operator,
and W̃d is vectorized with W̃d ←

Wd (x)
|∇dLG(x)|+ε

, and the opera-
torDiag(W̃d ) constructs a diagonal matrix using W̃d . Because
(I +

∑
d∈{h,v}D

T
dDiag(W̃d )Dd ) is a symmetric positive def-

inite Laplacian matrix, there are many techniques available
for solving it, such as that presented by Farbman et al. [30].
According to the aforementioned conditions, L̂ can be

easily obtained by solving quadratic terms, and is used as
the final illumination map of the proposed enhancement
framework.

Different enhancement results of images of potted plants
were obtained by using L̃, LG, and L̂, respectively, as
presented in Fig. 2.

FIGURE 2. Enhanced images with different illumination maps.
(a) Different illumination maps; (b) Histograms of (a); (c) Enhanced
images corresponding to (a).

From left to right, Fig. 2(a) presents the images obtained
using L̃, LG, and L̂. Fig. 2(b) presents the histograms of the
illumination maps in Fig. 2(a), and Fig. 2(c) presents the
enhanced images corresponding to Fig. 2(a).

It is evident that, after gamma correction and structure-
aware smoothing, the histograms gradually became larger
and more uniform, and the contrast and details of the
enhanced images became better.

C. NOISE SUPPRESSION
After obtaining the illumination maps, noise suppression in
bandpass direction subband coefficients is the key task to
obtaining good-quality enhanced images.

According to the multiresolution analysis theory, NSST
concentrates image features in a few large-magnitude NSST
coefficients, and in Cc

h,j,s, the values of noise are much
smaller than the values of image detail features. Therefore,
the numerical values in Cc

h,j,s corresponding to noise are
set to zero by using the threshold function Eq. (13), which
can achieve noise suppression without affecting the image
quality.

Ĉc
h,j,s =

{
Cc
h,j,s,

∣∣∣Cc
h,j,s

∣∣∣ > kjσ cσ̂ cj,s, c ∈ {r, g, b}

0, others,
(13)

where kj is a threshold coefficient of the j-th decomposition
scale, and its value is set with the mean of the Gaussian dis-
tribution as the center and 3 times variance as the amplitude.
Additionally, σ c denotes the noise variance of a color channel
of the original image, and is calculated by the wavelet noise
estimation equation (14). σ̂j,s is the variance of the bandpass
direction subband coefficient matrix of the j-th decomposi-
tion scale and the s-th direction, and σ̂j,s can be obtained by
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FIGURE 3. Comparison of enhancement effects with and without noise
suppression. (a) A low-light image with a Gaussian noise variance of 10;
(b) Enhanced image without noise suppression; (c) Enhanced image of
(a) with noise suppression.

the Monte Carlo method.

σ c = max

(
β,

med(
∣∣W c

d1

∣∣)
0.6745

)
, c ∈ {r, g, b}, (14)

where med() denotes the median operation, || denotes the
absolute value operation, Wd1 is a diagonal wavelet coeffi-
cient matrix of the single-scale wavelet decomposition I c;
in this paper, the ‘‘sym4’’ wavelet is used to decompose I c.
Additionally, β is a small positive constant that prevents the
threshold from being too low, and its recommended value
range is [0.001,0.01].

The calculation steps of σ̂ cj,s are as follows.
First, the unit standard deviation matrix N1 is generated

by using a pseudorandom algorithm, and has the same size
as I c. Then, N1 is decomposed by ‘‘à trous’’ wavelet trans-
form, and its scales and directions are the same as those
of the NSST decomposition I c. Finally, noise variances of
the ‘‘à trous’’ wavelet coefficients are calculated by the
wavelet noise estimation formula, and these variances are the
corresponding σ̂ cj,s.

If specific details do not need to be highlighted separately,
and according to L̂ and the inverse NSST of {Cc

l , Ĉ
c
h,j,s},

the enhancement image can be obtained by Eq. (3).
Different enhancement effects using the same illumination

map are presented in Fig. 3. The NSST decomposition coeffi-
cients of the image in Fig. 3(c) have been shrunk, while those
in Fig. 3(b) have not.

As presented in Fig. 3(b), the noise of the enhanced image
was greatly amplified with the contrast improvement, and its
variance reached 19.5. However, the noise of the enhanced
image in Fig. 3(c) was effectively suppressed, and its variance
was only 1.3.

It is evident that the synchronous noise suppressionmethod
can effectively suppress the noise of the enhanced image,
and avoids the risk of amplifying noise during the contrast
improvement process.

D. ENHANCED IMAGE RECONSTRUCTION
It is sometimes necessary not only to enhance the overall
contrast and details of an image, but also to highlight the
specific direction details of an image. Therefore, before the
implementation of the inverse NSST, the specific bandpass
direction subband coefficients in Ĉc

h,j,s must be amplified to
achieve the highlighting of specific details.

Based on the preceding analyses, the reconstruction for-
mula of an enhanced image is designed as follows:

I ce =

T−1NSST

({
Cc
l ,K

c
j,s · Ĉ

c
h,j,s,

j = 1, 2, . . . , J , s = 1, 2, . . . , Sj

})
max(L̂, δ)

, (15)

where I ce denotes a color channel of the enhanced image, K c
j,s

is the gain of bandpass direction subband coefficients, the
recommended value range of which is [1], [5], and T−1NSST
denotes the inverse NSST operation. The other symbols have
the same definitions as those in Eqs. (3) and (6). Additionally,{
Cc
l ,K

c
j,sĈ

c
h,j,s, j = 1, 2, . . . , J , s = 1, 2, . . . , Sj

}
is a set of

all subband coefficients, and δ = 0.01 is recommended.

III. LIEST ALGORITHM
The proposed LIEST algorithm mainly includes three steps:
decomposing the low-light image and shrinking the bandpass
direction subband coefficients, estimating the illumination
map, and reconstructing the enhanced image.

Algorithm 1 Low-Light Image Enhancement based on
Nonsubsampled Shearlet Transform
Input: Low-light color image I
Initialization: Assigning values to all the parameters
Step 1While c ∈ {r, g, b}, do

1. Decomposing I c using NSST
2. Computing σ c and σ̂j,s
3. Shrinking Cc

h,j,s and obtaining Ĉc
h,j,s

4. Calculating Kj,s · Cc
h,j,s

End
Step 2 Calculating L̂ using Cc

l
Step 3While c ∈ {r, g, b}, do

1. Performing inverse NSST using Cc
l ,Kj,s · C

c
h,j,s

2. Calculating enhanced color image I ce .
End

Output: Enhanced color image Ie

IV. EXPERIMENTS
In this section, some image quality evaluation indexes are
provided, as are their definitions. Next, an analysis of the
proposed enhancement framework, including the illumina-
tion map estimation, the highlighting of specific details,
and noise suppression, is given. The proposed LIEST algo-
rithm is then qualitatively and quantitatively compared with
other state-of-the-art algorithms, including Simultaneous
Reflection and Illumination Estimation (SRIE) [19], Low-
light Image Enhancement via Illumination Map Estimation
(LIME) [29], Structure-Revealing Low-light Image Enhance-
ment (SRLIE) [32], McCann Retinex (MCR) [35], the Nat-
uralness Preserved Enhancement (NPE) algorithm [36],
Low-light Image Enhancement using the Camera Response
Model (LECARM) [37], and a Hybrid L2-Lp Variational
Model (HVM) for single low-light image enhancement with
bright channel prior [38].
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All the code was run in MATLAB R2014b, and all the
experiments were conducted on a PC running Windows
10 with 16G RAM and 2.7GHz i7 CPU.

In the experiment, the low-light images were selected from
image sets of previous research [19], [39], [40], and a total
of 2162 images with an average size of 676× 675 were used.

A. IMAGE QUALITY EVALUATION INDEXES
To quantitatively evaluate the enhancement performances
of the LIEST algorithm, the noise variance (recorded as
Sigma2), mean local standard deviation (MLSD), mean local
entropy (MLE), and Brenner gradient (BG) were used to
evaluate the noise levels, contrast, details, and clarity of the
enhanced images.

In addition to these evaluation indexes, to further com-
prehensively evaluate the quality of the enhanced images,
the blind image quality evaluation indexes NIQE [41] and
BRIS [42] were also used.

The mean local standard deviation is the average of the
local standard deviation; the larger its value, the higher the
contrast of the image. The local standard deviation is defined
as follows:

LSD(w)

=

√√√√√ 1
n− 1

∑
x,y∈w

f (x, y)2 −
1
n
(
∑
x,y∈w

f (x, y))2

 , (16)

where w is a small neighborhood with the size
(2d + 1)× (2d + 1), n is the total number of pixels contained
in w, and, in this work, d = 1, n = 3 × 3. Additionally, f is
the evaluated image.

The mean local entropy is the average of the local entropy;
the larger its value, the richer the textures or details. If a small
neighborhood w with the size of m × n is defined, then the
local entropy is defined as follows:LE(w) = −

rmax∑
r=0

p(r) log(p(r))

p(r) = n(r)/m× n, (17)

where p(r) is the probability that grayscale r appears in w,
n(r) is the number of pixels with grayscale r , and rmax is the
maximal grayscale.

The Brenner gradient is used to judge the clarity of the
image; the larger its value, the clearer the image. If an image
has a size of m × n, then the Brenner gradient is defined as
follows: BG(f ) =

1
mn

m−2∑
x=1

n∑
y=1

t(x, y), t > thr

t(x, y) = (f (x + 2, y)− f (x, y))2,
(18)

where BG denotes the Brenner gradient and thr denotes a set
limit; in this, paper thr = 4.
In this work, noise variance is estimated by the wavelet

noise estimation formula.
These indexes were used to evaluate the enhanced images,

as presented in the subsequent section.

FIGURE 4. Comparison results between the original and enhanced
images. (a) Low-light images; (b) Illumination maps; (c) Enhanced images.

FIGURE 5. Comparison between the evaluation indexes of the original
and enhanced images; the comparisons of (a) MLSD, (b) MLE, (c) BG, and
(d) NIQE.

B. ILLUMINATION ESTIMATION AND THE HIGHLIGHTING
OF SPECIFIC DETAILS
The illumination map estimation method and the detail-
highlighting performance of the LIEST algorithm were
tested, and the enhanced image qualities were evaluated both
visually and quantitatively.

In the experiment, the NSST was used to decompose the
low-light images LI1-LI4 with four scales, and the number of
directions corresponding to each scale was 8, 8, 16, and 16,
respectively. The other parameters of the LIEST were set
as follows: β = 0.0035, kj = [0, 2.4, 2.4, 3], δ = 0.005,
α = 0.015, and γ = 0.8.

The enhanced images of LI1-LI4 and their corresponding
illumination maps are shown in Fig. 4.

In each line of Fig. 4, the images from left to right
respectively correspond to LI1 to LI4.
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FIGURE 6. Enhancement effects with different band direction gains. (a) The enhanced images with different band direction gains; (b) Different frequency
band directions of images in (a).

As presented in Fig. 4(b), the estimated illumination maps
of different low-light images were very smooth, and the main
structures of the original imageswere retained. These features
meet the requirements of the Retinex theoretical illumina-
tion map. The ‘‘black’’ regions of the original images are
clear in the enhanced images in Figs. 4(c) and 4(a), which
demonstrates that the enhancements of these low-light images
were realized by using the illumination maps estimated in the
NSST domain.

In addition to visual evaluation, to further objectively
evaluate the proposed illumination map estimation method,
the MLSD, MLE, BG, and NIQE values of the enhanced
images are presented in Fig. 5.

As presented in Figs. 5(a-c), compared with the values of
the original images, the values of the enhanced images were
improved significantly, thereby verifying the great improve-
ments in the contrast, entropy, and clarity of the enhanced
images; for the same noise level, the higher the contrast
and clarity, the better the observability of the image, and
the higher the entropy, the richer the details of the image.
As revealed in Fig. 5(d), the values of the original images
were reduced as compared to those of the enhanced images;
however, the smaller the NIQE value, the better the compre-
hensive quality of an image.

Therefore, Fig. 5 proves that the qualities of the images
enhanced by the LIEST algorithm were improved greatly,
and that the illumination map estimation method in the NSST
domain is very effective.

To verify the detail-highlighting performance of the
LIEST, an image of stones was enhanced by the LIEST
with different gains of bandpass direction subband coeffi-
cients, and the other parameters, excludingK c

j,s, were kept the
same. The experimental results are presented in Fig. 6, which
only shows the results of eight different bandpass direction
subband coefficient gains; the other gains were all equal to
1, excluding the gain marked in the picture. The first line
in Fig. 6 presents the different enhanced images, and the other
line presents the corresponding subband directions.

It is evident fromFig. 6 that different direction details of the
enhanced images were highlighted when different bandpass
direction gains were used. Additionally, the numbers of the
direction filters of NSST were unlimited, and therefore the

FIGURE 7. Enhancement effects of images with different noise variances.
(a) Original images with different noise variances; (b) Enhanced images
with noise suppression.

FIGURE 8. Noise variance statistics of the original and enhanced images.

selected frequency direction was unlimited. Thus, the LIEST
can highlight the details in any frequency directional sub-
band, which can be picked out by direction filters of NSST.

C. NOISE SUPPRESSION
This section verifies the noise suppression performance of the
LIEST algorithm.

The low-light images LI5 and LI6 with Gaussian noise
variances 5 and 10 were first enhanced by the LIEST algo-
rithm, and the results are presented in Fig. 7.

Fig. 7(a) presents the original images, and Fig. 7(b)
presents the enhanced images. Additionally, the noise vari-
ance of each image is denoted. As compared with the images
in Fig. 7(a), the contrasts and details of the enhanced images
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FIGURE 9. Comparison of the proposed enhancement algorithm with seven state-of-the-art algorithms. (a) Comparisons of the enhanced results of image
LI60; (b) Comparisons of the enhanced results of image LI61; (c) Comparisons of the enhanced results of image LI62.

in Fig. 7(b) were all improved. It is evident that the same
enhanced images with different noise variances were visually
unchanged and their noise residuals were slightly different,
but their variance levels were all below 1.

To test the noise suppression stability of the LIEST algo-
rithm, it was used to enhance 36 low-light images with dif-
ferent noise variances. The noise variances of the original
images and the enhanced images are recorded statistically
in Fig. 8.

In Fig. 8, the red stars denote the variances of the original
images, and the blue crosses denote the variances of the
enhanced images. The line formed by the blue crosses is
basically horizontal, and it does not fluctuate with the red
line; this demonstrates the stable performance of the noise
suppression effect of the LIEST.

D. COMPARISON OF DIFFERENT ALGORITHMS
The performance of the proposed image enhancement algo-
rithm was compared with the performances of other state-of-
art algorithms, namely MCR, NPE, LIME, SRIE, LECARM,
SRLIE, and HVM.

To compare the eight enhancement algorithms, two exper-
iments were conducted. The first was the comparison of
the enhancement of low-light, clean images (Gaussian noise
variance of less than 1), and the secondwas the comparison of
the enhancement of low-light, noisy images (Gaussian noise
variance of greater than 2).

The enhancement results of the low-light, clean images
LI60, LI61, and LI62, which had noise variances of 0.7, 0.5,
and 0.52, respectively, are presented in Fig. 9.

In each row in Fig. 9, the top images are the original image
and those enhanced by different algorithms, and the bottom
images are magnified details of the top images.

In Fig. 9(a), there is obvious color distortion (the tri-
angular region) in the MCR-enhanced image. The images
enhanced by the LIME and SRLIE algorithms were exces-
sively smoothed due to the effects of noise suppression.
The contrasts of the images enhanced by the NPE, SRIE,
and HVM algorithms were lower than images enhanced by
the other algorithms. The overall enhancement effect of the
LECARM algorithm was similar to that of the proposed
algorithm; however, it is evident from the local magnified
details that there was less noise in the image enhanced using
the proposed method. Therefore, the comparisons of the
enhancement of image LI60 reveal that the effects of the
proposed algorithm were the best.

As revealed in Fig. 9(b), the enhancement effects of the
eight algorithms were similar; however, it is clear from the
magnified details that the image enhanced by the proposed
algorithm was the clearest.

As presented in Fig. 9(c), comparing with the original
image, color deviation occurred in the image enhanced by
theMCR algorithm, and the contrasts of the images enhanced
by the NPE and SRIE algorithms were improved less. There
was obvious detail loss in the image enhanced by the LIME
algorithm. The images enhanced by the other three algorithms
were visually similar.

Based on all the visual comparisons, it is clear that the
proposed algorithm presented advantages in enhancing low-
light images.
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TABLE 1. Evaluation data of the LI60 enhanced images.

TABLE 2. Evaluation data of the LI61 enhanced images.

TABLE 3. Evaluation data of the LI62 enhanced images.

In addition to the visual comparisons, quantitative compar-
isons of the eight algorithms were made. The Sigma2, MLSD,
MLE, BG, and NIQE indexes of the images LI60, LI61, and
LI62 enhanced by the different algorithms are respectively
provided in Tables 1, 2, and 3.

In all the tables, underlined and italicized numbers repre-
sent the optimal values and suboptimal values, respectively.
The ↓ symbol indicates that the smaller the value, the better,
and the ↑ symbol indicates the larger the value, the better.
Table 1 reveals that the MLSD, MLE, and BG values

of the MCR algorithm were optimal, its NIQE value was
suboptimal, and its Sigma2 value was the worst; these find-
ings indicate that theMCR algorithmwas optimal for improv-
ing contrast, but its comprehensive effect on enhancing the
low-light image was not the best. For the proposed LIEST
algorithm, the Sigma2 and NIQE values were optimal, which
demonstrates the superiority of the enhanced image. Con-
sidering the effect of amplified noise, as compared with
the original noise variance of 0.7, the Sigma2 indexes of
the enhancement images of the MCR, NPE, LECARM, and
HVM algorithms were obviously magnified. As compared
with the remaining algorithms, the evaluation indexes of the
image enhanced by the LIEST algorithm were all the best.
According to these comparisons, for the enhancement of
image LI60, the performance of the LIEST algorithm was the
best of all eight tested algorithms.

As presented in Table 2, the NIQE, MLSD, and BG values
of the MCR algorithm were optimal, its MLE value was
the third-best, but its Sigma2 value was the worst; these
findings demonstrate that theMCR algorithmwas optimal for
improving contrast, but its noise-suppression effect was the
worst. The Sigma2 and MLE values of the LIEST algorithm
were optimal, but the MLSD and BG were suboptimal. Con-
sidering the effect of amplified noise, as compared with the
original noise variance 0.5, the Sigma2 indexes of the images
enhanced by the MCR, NPE, and LECARM algorithms were
obviously magnified. Additionally, as compared with the
remaining algorithms, the NIQE value of the LIEST was
suboptimal, and the values of the rest of the indicators were
optimal. According to these comparisons, for the enhance-
ment of image LI61, the performance of the LIEST algorithm
was close to that of the MCR algorithm.

As presented in Table 3, there were four suboptimal
indexes of the LIEST-enhanced image, and its NIQE value
was the sixth. If noise variance is taken into account, as com-
pared with the variance of the original image, the MCR,
NPE, and LECARM algorithms magnified the noise variance
nearly twofold. If these three algorithms are not considered,
then there are four optimal indexes of the image enhanced by
the LIEST algorithm, and its Sigma2 value was slightly larger
than that of the LIME algorithm. According to these compar-
isons, for the enhancement of image LI62, the performance of
the LIEST algorithm was close to that of the MCR algorithm.

According to the visual comparisons of the LI60, LI61, and
LI62 images, the LIEST has themost stable enhancement per-
formance in visual. Based on the objective data comparisons
of the LI60, LI61, and LI62 images, of the eight algorithms,
the enhancement performance of the LIEST is close to the
MCR. However, the MCR algorithm causes different levels
of noise amplification, which has no ability to suppress noise.

Based on the comparative analysis of visual and objective
data, the LIEST has the better comprehensive performance in
enhancing clean, low-light images.

The performances of the eight algorithms in enhancing
noisy images were compared.

The enhancement results of the low-light noisy images
LI63, LI64, and LI65, which had noise variances of 3.1,
5.0, and 5.1, respectively, are presented in Fig. 10, in which
the first row presents the original image and the different
enhanced LI63 images, and the middle and last rows respec-
tively correspond to images LI64 and LI65.

As revealed in Fig. 10, the contrasts of the LI63 images
enhanced by theMCR, SRIE, and HVM algorithms remained
low, and the detail loss of the images enhanced by the LIME
algorithm was serious. The other four enhanced images were
visually similar; however, the image enhanced by the pro-
posed algorithm was the clearest.

The contrasts of the LI64 images enhanced by the MCR,
SRIE, and HVM algorithms remained low. As can be deter-
mined by their local magnified images, the detail loss of the
images enhanced by the LIME algorithm was serious, and
the noise of the images enhanced by the NPE, LECARM,
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FIGURE 10. Comparisons of the eight algorithms in enhancing noisy images.

FIGURE 11. Evaluations of the noisy images enhanced using the eight
algorithms. (a) Sigma2, (b) NIQE, (c) BRIS, and (d) runtimes of the seven
algorithms.

and SRLIE algorithms was obviously magnified. The image
enhanced by the proposed algorithm had the least amount of
noise, and its details and contrast were the best.

As can be determined by the local magnified images of
the enhanced LI65 images, the noise of the images enhanced
by the MCR, NPE, SRIE, LECARM, SRLIE, and HVM
algorithms was obviously magnified, and detail loss of the
image enhanced by the LIME algorithm was serious. Visu-
ally, the image enhanced by the proposed algorithm was the
best.

According to Fig. 10, of the eight tested algorithms, the
proposed algorithm had the best visual effect.

The MLSD, MLE, and BG evaluation indexes may be
influenced by large amounts of noise. Therefore, to further
quantitatively compare the different enhanced LI63, LI64,
and LI65 images, the Sigma2, NIQE, and BRIS indexes were
used to evaluate the enhanced noisy images. The runtime,
Sigma2, NIQE, and BRIS evaluations of the enhanced noisy
images are presented in Fig. 11.

As presented in Fig. 11, the values of the Sigma2, NIQE,
BRIS, and runtime evaluation indexes are optimal when they
are as small as possible.

In Figs. 11(a) and 11(b), the Sigma2 and NIQE values
of the images enhanced by the LIEST algorithm were the
smallest, and their values were relatively concentrated; this
demonstrates that, based on these two indexes, the perfor-
mance of the LIEST algorithm was better than that of other
seven algorithms.

Fig. 11 (c) compares the BRIS evaluation indexes of
the enhanced LI64 and LI65 images, and it is evident that the
evaluation index of the proposed algorithm was the best. The
evaluation index of the proposed method for the enhanced
LI63 image was in the middle, and the value was greater
than the values for the MCR, SRLIE, and HVM algorithm.
As revealed by Fig. 11(d), the order of the mean runtime of
the eight algorithms from least to greatest was as follows:
LECARM < LIME < HVM < NPE < SRIE < LIEST <
SRLIE <MCR.
The computational complexity of the LIEST algorithm is

determined by the illumination map estimation and noise
suppression. The computational complexity of the illumina-
tion map estimation isO(1), the computational complexity of
the noise suppression based on NSST is O(n2 log n), and the
overall computational complexity of the LIEST algorithm is
about 3× O(n2 log n).

According to the visual comparison and objective data
comparison of the enhanced clean and noisy images,
it is demonstrated that, among the eight tested algorithms,
the LIEST presented the best comprehensive performance in
enhancing the low-light images.

V. PARAMETER ANALYSES AND DISCUSSION
A. PARAMETERS RELATED TO ILLUMINATION MAP
This section discusses the parameters related to estimating the
illumination map, including ε in Eq. (7), γ in Eq. (8), and α
in Eq. (9).
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FIGURE 12. Enhanced images using different γ values.

FIGURE 13. Difference value curves for the evaluation indicators of the
original and enhanced images with different γ values. (a) Difference
value curves for Sigma2 and NIQE; (b) Difference value curves for MLSD,
MLE, and BG.

The role of ε is to prevent the denominator from being zero,
and it also determines the maximum magnification. In the
range of the recommended values, it has little effect on the
enhanced image; it will therefore not be discussed further
here.

To analyze the parameters γ and α, the images LI66 and
LI67 were enhanced by the LIEST algorithm using different
γ and α values.
The different enhanced images of LI66 using different γ

values are presented in Fig. 12, and the difference value
curves for the evaluation indicators of the original and
enhanced LI66 images with different γ values are presented
in Fig. 13.

In Fig. 12, the upper row presents the illumination maps
corresponding to different γ values, and the lower row
presents the original image and the corresponding enhanced
images. As the value of γ increased, the illumination maps
became darker, and the enhanced images became brighter.
In other words, the greater the value of γ , the higher the
contrast of the enhanced image.

In Fig. 13, the ‘‘evaluation indicator’’ denotes the differ-
ence value between the enhanced image and the original
image; in Fig. 13(at), the values of the curves are smaller,
and the effects of the enhanced image are better. However,
in Fig. 13(b), the values of the curves are larger, and the
effects of the enhanced image are better.

As presented in Fig. 13(a), with the increase of γ , the
Sigma2 values of the enhanced images hardly changed, but
the NIQE values of the enhanced images fluctuated.

As presented in Fig. 13(b), with the increase of γ , the
MLE values of the enhanced images hardly changed, but the
MLSD and BG values of the enhanced images first increased

TABLE 4. Evaluation indicator data for different α values.

and then decreased, and the inflection points were at about
γ = 0.8.

Taking Figs. 12 and 13 into consideration, the value range
of γ is recommended to be [0.5,0.8].

The evaluation indicators of image LI67 enhanced by
the LIEST algorithm using different values of α are listed
in Table 4.

According to Table 4, the Sigma2 and BG values of the
enhanced images changed only slightly for different values
of α. With the increase of α, the Sigma2 values of the
enhanced images improved slightly, but the other evaluation
indicators of the enhanced images worsened. Thus, the value
range of α is recommended to be [0.1,0.15].

B. PARAMETERS RELATED TO NOISE SUPPRESSION
This section discusses the parameters related to noise sup-
pression, including kj in Eq. (13) and β in Eq. (14).
The shrinking thresholds of the bandpass direction sub-

band coefficients are determined by kj and β.
When an estimated value of noise in a low-light image

is low, β can prevent the shrinkage threshold from being
too low; its recommended value range is [0.001,0.01], and
its value range corresponds to the variance range [0.25,2.5].
The larger the value of β, the stronger the noise suppression
effect of the LIEST algorithm. However, if the value of β
is too large, some small details of the enhanced image will
be lost. Experiments show that β = 0.0035 basically takes
into account both noise suppression andweak detail retention.
In this paper, its value was taken as 0.0035, and the variance
corresponds to 0.89. In other words, when the noise variance
of a low-light image is less than 0.89, 0.0035kjσ̂j,s is used as
the shrinkage threshold.

According to wavelet theory and geometric multi-
resolution analysis theory, the noise of an image is mainly
concentrated in the high-frequency subband coefficients.
Therefore, LIEST achieves noise suppression by shrinking
the bandpass direction subband coefficient, that is, suppress-
ing noise at the second to fourth decomposition scales.

In the following investigation, the values of the threshold
coefficients of the second and third decomposition scales
(k2 and k3) were set as equal. The values of k2, k3, and k4 from
2 to 4 are subsequently discussed according to the 3 times
variance as the center.

The Sigma2 and NIQE curves of the enhanced LI68 images
with different threshold coefficients are presented in Fig. 14.
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FIGURE 14. The Sigma2 and NIQE curves of the enhanced LI68 images
with different threshold coefficients. (a) The Sigma2 and NIQE curves with
different k2 and k3 values at k4 = 3; (b) The Sigma2 and NIQE curves
with different k4 values at k2 = 2.4 and k3 = 2.4.

FIGURE 15. Comparison of enhanced images and the original image
corresponding to different values of k4.

The original Sigma2 and NIQE values of image LI68 were
5.04 and 4.98, respectively.

It can be seen from Figs. 14(a) and 14(b) that the value of
k4 (within the recommended value range) has a greater effect
on the Sigma2 and NIQE values of the enhanced image, while
the values of k2 and k3 have lesser effects on the Sigma2 and
NIQE values of the enhanced image.

In Fig. 14(b), the Sigma2 curve monotonously decreases.
However, the curve of NIQE first drops and then rises, which
indicates that the quality of the enhanced image was first
improved and then decreased. Thus, after comprehensive
consideration of the Sigma2 and NIQE evaluation indicators,
k2, k3, and k4 are respectively set as 2.4, 2.4, and 3.
Fig. 15 presents the enhanced LI68 images when k2 and k3

were 2.4, and k4 was set as 2, 3, and 4, respectively.
The enhancement effects of all enhanced images presented

in Fig. 15 are very significant, but the local details of the
enhanced images have some differences; the image enhanced
using k4 = 2 has more residual noise, but that using k4 = 4
has more detail loss. The enhanced image using k4 = 3 takes
into account both noise suppression and detail retention.

C. DISCUSSION
The algorithm presented in this paper can not only improve
the contrast of low-light images, but also achieves noise
suppression and specific detail-highlighting. Compared with
other algorithms used for enhancing low-light images,
the proposed LIEST algorithm is more suitable for enhancing
low-light images with noise. However, there remain some
imperfections in LIEST; for example, its enhancement speed
must be further improved, and its parameters require further
optimization.

VI. CONCLUSION
According to the conducted experiments, the following
conclusions can be drawn.

Illumination map estimation can be well implemented in
the shearlet transform domain. Additionally, the noise of the
final enhanced image can be suppressed by shrinking the
bandpass direction subband coefficients of the original image
in the NSST domain, which avoids the risk of the amplified
noise overwhelming the details in the image enhancement
process. Finally, not only can the LIEST algorithm improve
the contrast of low-light images, but it can also achieve
noise suppression and specific direction highlighting, and it
exhibits good adaptability and stability.
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