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ABSTRACT Convolutional neural networks (CNN) have a significant improvement in the accuracy of object
detection. As networks become deeper, the precision of detection becomes obviously improved, and more
floating-point calculations are also needed. Because of the great amount of calculation, it is inconvenient
for mobile and embedded vision applications. Many researchers apply the knowledge distillation method
to improve the precision of object detection by transferring knowledge from a deeper and larger teachers
network to a small student one. Most methods of knowledge distillation are needed to design complex
cost functions and mainly aim at the two-stage object detection algorithm. Therefore, we propose a
clean and effective knowledge distillation method called Generative Adversarial Networks - Knowledge
Distillation(GAN-KD) for the one-stage object detection. The feature maps generated by teacher network
and student network are employed as true and fake samples respectively, and generating adversarial training
for both of them to improve the performance of the student network in one-stage object detection. The
experimental result shows that our approach achieves the performance gain of 5% mAP when compared

with MobilenetV1 on COCO dataset.

INDEX TERMS Object detection, generative adversarial networks, knowledge distillation.

I. INTRODUCTION

In recent years, Convolutional Neural Networks (CNN) have
become ubiquitous in computer vision. With the development
of deep learning, researchers have found that the accuracy of
object detection has significant improvement with deeper and
larger convolution neural network as the backbone of object
detection. With the improvement of object detection accu-
racy, computer vision moves from common areas to critical
areas (such as unmanned driving and medical fields). How-
ever, in order to ensure the detection accuracy, a larger convo-
lution neural network has to be applied as backbone of object
detection. It leads to the decrease of the detection speed and
the increase of the cost of computing equipment, which could
not meet the real-time requirements in real world. Therefore,
many researchers propose many other methods to improve
the detection speed on the premise of ensuring the detection
accuracy, such as methods of reducing the number of floating-
point operations of convolution neural network by depthwise
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separable convolution [1], [2], pointwise group convolution
and channel shuffle [3], [4]. Although these methods have
achieved considerable speed-up results, they require careful
design and tuned backbone of network. Many researchers
believe that although the deeper backbone network has a
larger network capacity to achieve a better performance in the
image classification, object detection and other tasks. How-
ever, some specific tasks cannot use large neural networks
because of a small capacity, so the neural network structure
should be compressed, quantized and channel pruned so as to
ensure the accuracy of the CNN [5]-[9].

On the other hand, some studies [10]-[13] on knowledge
distillation show that, we can employ a deeper model as
teacher net and a lighter model as student net, then train
student net with soft label combined with true label which is
the output or intermediate result of teacher net. It can greatly
improve the performance of student net on specific tasks. But
most of these methods require very complex cost functions
and training methods, and consequently they are mainly used
for image classification, two-stage object detection and so
on,but rarely applied in one-stage object detection. Therefore,
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a simpler and more effective knowledge distillation method is
needed that can be applied to one-stage object detection.
This paper proposes a novel and effective knowledge dis-
tillation neural network architecture, which can obviously
improve the performance of student net in one-stage object
detection. Different from the conventional knowledge dis-
tillation method, we refer to the architecture of Generative
Adversarial Networks (GAN) [14]. We separated the back-
bone of deeper object detection neural network and lighter
object detection neural network as teacher net and student
net respectively, then used the feature map generated by the
teacher net as true samples, and the feature map generated by
the student net as fake samples. Finally, we designed a neural
network as a discriminator and utilized true samples and fake
samples to conduct the generative adversarial training.
The main contributions of this paper can be summarized as
follows:

1) A clean and effective architecture of knowledge dis-
tillation is proposed. There is no need to manually
specify the location of knowledge distillation. It does
not require the design of complex cost functions, and
can be applied to one-stage object detection.

2) We use the architecture of GAN to avoid complex
designs of knowledge migration. Our experiments
show that this method can obviously improve the
performance of student net (such as Mobilenet and
ResNet50) in one-stage object detection. The efficient
student network can satisfy requirements for mobile
and embedded vision applications.

This paper is organized as follows. We briefly review
related work in Section II. Section III presents our proposed
GAN-KD algorithm. We report and discuss the results of our
experiments and our future work in Section I'V. Conclusions
are presented in Section V.

Il. RELATED WORK

A. OBJECT DETECTION

1) CNN FOR DETECTION

Object detection is still an active research area in the field of
computer vision, and considerable progress and success have
been achieved in this field by designing of deep convolutional
neural networks for object detection. The deep learning archi-
tecture of object detection is mainly divided into two types:

1) First type is the one-stage object detection algorithm,
such as the YOLO (You Only Look Once) [15], SSD
(Single Shot MultiBox Detector) [16], etc. Liu W et al.
proposed the SSD method for detecting objects in
images using a single deep neural network, which
directly returns the object position and category.

2) Second type is the two-stage object detection
algorithm, such as Fast R-CNN (Regions with CNN
features) [17], Faster R-CNN [18] and R-FCN (Region-
based Fully Convolution Network) [19], etc. They
usually have two steps to detect objects. Firstly
they regresses the proposal boxes by the CNN, then
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identifies each proposal box again, and finally returns
to the correct location and category.

2) SINGLE SHOT MultiBox DETECTOR (SSD)

SSD [16] is based on a feed-forward convolutional network
that produces a fixed-size collection of bounding boxes and
scores for the presence of object class instances in those
boxes, followed by a non-maximum suppression step to pro-
duce the final detection. The network layers are based on a
standard architecture used for high quality image classifica-
tion (truncated before any classification layers), which will be
named the backbone network. Convolutional feature layers of
head network are added to the end of the truncated backbone
network. These layers decrease in size progressively and
allow the predication of detection at multiple scales.

B. GENERATIVE ADVERSARIAL NETWORKS (GAN)

A GAN involves generator and discriminator networks which
respectively aim to map random noise to samples and dis-
criminate real and generated samples. It attempts to generate
new data from a given data set and has achieved impressive
results for a variety of data types. Goodfellow et al. [20]
formulated GAN into a two-player game, where they simul-
taneously train two models: a generator network G which
captured the data distribution, and a discriminator network D
which estimated the probability of a sample from the true
data rather than the generator network G. InfoGAN [21] is an
information-theoretic extension to GAN. InfoGAN decom-
posed the input noise vector into two parts: incompressible
noise vector z and latent code vector c. Conditional GAN
(CGAN) [22] added extra label information y’ to generator G
for conditional generation. In discriminator D, both x and y
were presented as inputs and D tried to distinguish if data-
label pair is from generated or real data.

C. NETWORK COMPRESSION

To further improve the forward efficiency of one-stage detec-
tors, model compression techniques were usually introduced
to reduce the model capacity and computation complexity.
Many researchers believed that deep neural networks were
over-parameterized, and it had too many redundant neurons
and connections. He textitet al. [8] thought neurons in each
layer of convolutional neural networks are sparse, and they
used lasso regression to detect the most representative neuron
per layer of convolutional neural networks reconstructing
the output of this layer. Approaches for model compression
could be classified into the following areas: network prun-
ing [9], [23]-[25], network quantification [6], [26], network
simplification [1], [4], [27] and knowledge distillation [6],
[12], [28]-[30], etc.

1) NETWORK PRUNING

Network pruning aims to reduce parameter redundancy
by inducing model sparsity. Existing pruning methods
either train from scratch with sparsity constraints on chan-
nels, or minimize the reconstruction error between the
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pre-trained feature maps and the compressed ones.
Zhuang et al. [9] believed that layer-by-layer channel pruning
affected the discriminating ability of Convolutional neural
networks, so the auxiliary ability of convolutional neural
networks was preserved by adding auxiliary loss in the fine-
tune and pruning stages. Reference [23] proposes to prune
the unimportant connections with small weights in trained
neural networks. The resulting network’s weights are mostly
zeros thus the storage space can be reduced by storing the
model in a sparse format. Reference [24] imposes neuron-
level sparsity in training thus some neurons could be pruned
to obtain compact networks. Reference [25] proposes a Struc-
tured Sparsity Learning (SSL) method to sparsity different
levels of structures (e.g. filters, channels or layers) in CNNs.
Both methods utilize group sparsity regularization in training
process to obtain structured sparsity. Instead of resorting
to group sparsity on convolutional weights, our approach
imposes simple L1 sparsity on channel-wise scaling factors,
thus the optimization objective is much simpler.

2) NETWORK QUANTIFICATION

Network quantification achieves regularization by cluster-
ing parameters and activation onto discrete and reduced-
precision points. Wu et al. [6] used the k-means clustering
algorithm to accelerate and compress the convolutional layer
and the fully connected layer of the model to obtain better
quantization results by reducing the estimation error of the
output response in each layer, and proposed an effective
training scheme to suppress the multi-layer cumulative error
after quantization. Jacob et al. [26] proposed a method that
quantified weights and inputs as uint8, and bias to unit32,
at the same time, the forward used quantization, and the
backward correction error was not quantized to ensure that
the CNN performance and speed of inference during training.

3) NETWORK SIMPLIFICATION

The target of network simplification is to design and obtain
more efficient CNN models, such as SqueezeNet, MobileNet
and ShuffleNet, etc. Moving towards this goal, a CNN archi-
tecture called SqueezeNet [27] was proposed which had
50x fewer parameters than AlexNet and maintains AlexNet-
level accuracy on ImageNet. MobileNets [1] was based on
a streamlined architecture that used depthwise separable
convolutions to build light weight deep neural networks.
Ma et al. [4] proposed that network architecture design should
consider the direct metric such as speed, rather than the
indirect metric like FLOPs and presented practical guidelines
and a novel architecture.

4) KNOWLEDGE DISTILLATION

Knowledge distillation is an efficient method of model com-
pression and knowledge transfer, which aims at training a
smaller network to mimic a more complex teacher network.
Hinton et al. [10] used the result of teacher net output as the
soft label of student net, and advocated the use of temperature
cross entropy instead of L2 loss. Romero et al. [28] believed
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that student net needed more unlabeled data to be as close
as possible to teacher net. When Chener al. [12] distilled
the two-stage object detection, they extracted the middle
feature map of teacher net and the dark knowledge of R-CNN
respectively to train the student net. There were also some
researchers who give the attention information of teacher
network to the student network. For example, Zagoruyko and
Komodakis [29] et al. proposed spatial-attention, which is a
method of transmitting the thermal information of teacher net
to student net. Yim et al. [30] used the relationship between
layer and layer of teacher net as the learning goal of student
network.

However their knowledge distillation required the design
of very complex loss functions to extract complex dark
knowledge. Therefore, many people propose new framework
to distill knowledge with generative adversarial networks,
such as KDGAN [31](Knowledge Distillation with Gen-
erative Adversarial Networks), MEAL [32] (Multi-Model
Ensemble via Adversarial Learning), [33] proposed by
Xu et al., and [34] proposed by Liu et al. Existing GAN based
knowledge distillation methods mainly focus on simple tasks
like classification, image tag recommendation and image
segmentation, while do not consider complex tasks like object
detection. Even object detection algorithms mostly focus on
the two-stage object detection, rarely used in one-stage object
detection.

In order to have an effective way of knowledge distillation,
we referred to the architecture of the GAN [14] to take the
feature map generated by the teacher network and the stu-
dent network as true samples and fake samples respectively.
Finally we designed a neural network as a discriminator
and applied true samples and fake samples to conduct the
generative adversarial training to improve the performance of
the student network in one-stage object detection.

In this paper, we use the one-stage object detection algo-
rithm SSD [16] as object detection framework. The architec-
ture of SSD is mainly divided into two parts, 1) backbone
of network, used as feature extractor. 2) SSD-Head, use the
features extracted by the backbone of network to detect the
category and location of the object. In order to obtain a better
knowledge distillation effect, it is important to make rational
use of these two parts.

lll. METHOD

In this section, we introduce our proposed model
GAN-KD for one-stage object detection in detail, and discuss
the relevant training methodology.

A. OVERALL STRUCTURE
GAN-KD, as shown in Figure 1, is composed of four mod-
ules: teacher network, student network, discriminative net-
work, SSD-HEAD network. Figure 1 is the overall structure
of our model.

We adopt the one-step object detection algorithm SSD
as our framework. The structure of SSD algorithm is com-
posed of both feature extractor and object detector. We first
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FIGURE 1. GAN-KD network architecture. Teacher Net (the top left) are the backbone network of the larger and fully
trained SSD model. Student Net (the bottom left) is a smaller network such as Mobilenet. SSD-Head (the bottom
right) are the head network of SSD model. D-Net is a module consisting of six small discriminant networks.

use a SSD model with a larger capacity and full training,
and split the SSD model into backbone network and SSD-
Head network. We take the backbone network as the teacher
net, and pick up a smaller network as student net, such
as MobileNet, ShuffleNet and ResNet. In the traditional
knowledge distillation algorithm, it is necessary to design
a very complex loss function. GAN algorithm is employed
to complete the migration from teacher network to student
network.

The teacher net and student net have six feature layers
of same structure. We use multiple feature maps generated
by teacher net as true samples, and multiple feature maps,
produced by student net as fake samples, then send the
true sample and the fake sample to each of the correspond-
ing discriminative networks which are integrated together
into D-Net (shown as Figure 2). D-Net learns to determine
whether a sample is from the teacher net or the student net.
The process drives student net to improve its methods until it
has the same effect as the teacher net.

After feature is extracted, the output of student net become
the input sample of the SSD-Head network.

B. TRAINING OBJECTIVE
Our training process involves two stages. The first stage is
mainly generative adversarial training which performs on
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B
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FIGURE 2. One of the discriminative network architecture in the D-Net
module. It consists of multiple downsampled convolutional layers and
outputs a single scalar.

teacher net and student net. The second stage is normal
SSD training which performs on student net and SSD-Head
network.

1) GENERATIVE ADVERSARIAL TRAINING

First, we train each discriminative network in the D-Net
module to identify whether the input sample is true or fake,
and freeze the weights of teacher net and student net. we
train the student net to generate fake samples to trick each of
the discriminative networks in the D-Net module. For each
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sample x we employ loss function:

Lp; = D (Teacher (x, 6;) , 64) (1)
Lps = D (Student (x, 6;) , 62)] )
Lp =« (Lp: — Lpy) 3

where Teacher and Student represent teacher net and student
net, respectively. D represents the discriminative network,
which is a second multi-layer perceptron and outputs a single
scalar. It represents the probability that x came from the true
sample. 6;, 6;, and 6, represent the weights of the teacher
net, the weights of the student net, and the weights of each
discriminative network in the D-Net module, respectively.
We train D to maximize the probability of assigning the
correct label to samples from student net. N in Equation 3
represents the batch sizes.

2) OBJECT DETECTION TRAINING

In the second stage, normal SSD training is performed on
student net and SSD-Head network, after many epochs of
generative adversarial training. During the training process,
the weights of the teacher net and the weights of each discrim-
inative network in the D-Net module are frozen. The overall
objective loss function is a weighted sum of the discriminative
loss, localization loss (loc) and the confidence loss (conf), and
we use the loss function:

Leonf = Leons (Student (x, 6;)) 4
Lioc = Lioc (Student (x, 6;)) (5
Lg = Ilv (LDS + Lconf + Lloc) (6)

where L., represents the loss function of the classification
in the SSD, and L, represents the loss function of the bound-
ing box in the SSD. D represents the discriminant network,
Teacher and Student represent teacher net and student net,
respectively.

IV. EXPERIMENT

In this section, we evaluate the effectiveness of pro-
posed method by distilling the knowledge of state-of-the-
art methods. We experiment in the PASCAL VOC, MS
COCOMicrosoft Common Objects in Context) and MPID
(Multi-Purpose Image Deraining) data set to validate our
approach. Our hardware device is two NVIDIA GTX 1080Ti
GPUs. The software framework is GluonCV. For all the
experiments, we use the same settings and input size
(300 x 300).

A. TRAINING PROCESS

All models use Adam(Adaptive moment estimation) with
0.0005 learning rate in the first phase and SGD(Stochastic
Gradient Descent) with 0.0005 weight decay and 0.9 Momen-
tum in the second phase. The first stage trains epochs is
180 and the second stage epochs is 90. The student nets are
MobilenetV1, MobilenetV2 and ResNet18, and teacher nets
are VGG16, ResNet50 and ResNet101. These models have
pre-trained under ImageNet.
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B. DATA AUGMENTATION

To make the model more robust to various input object sizes
and shapes, we further augmented the training data set by
flipping, rotating (each image was rotated by 5, 10, 15 degrees
both in clockwise and counter clockwise orientations), color
and contrast enhancing, and noise-adding.

C. RESULTS

1) PASCAL VOC DATASET

PASCAL VOC 2007 data set [35] is a standard benchmark for
the task of object detection. It contains 20 object categories
and one background class and consists of 10,582 images for
training (including VOC 2012 training set and additional data
annotated in [36]), 1,449 images for validation and 1,456 for
test. In the test data set, we evaluated the performance of the
object detector via mean average precision (mAP), a standard
metric in PASCAL VOC. We consider that a bounding box is
correct if it had an IoU ratio of at least 50% with the ground-
truth object annotation.

TABLE 1. Object detection mAP(%) on the PASCAL VOC 2007 test set. Test
results of different student nets which are not used GAN-KD and used
GAN-KD in different teacher net.

Student net Teacher net VOC 2007 test
- 75.4
MobilenetV1 VGG16 77.3(+1.9)
ResNet50 77.6(+2.2)
ResNet101 77.6(+2.2)
- 75.9
MobilenetV2 VGG16 77.2(+1.3)
ResNet50 77.7(+1.8)
ResNet101 77.5(+1.6)
- 74.8
ResNet18 VGG16 77.2(+2.4)
ResNet50 77.6(+2.8)
ResNet101 77.3(+2.5)

From Table 1, we compared the native SSD with the SSD of
GAN-KD under different teacher nets, which could improve
student net 2.8% mAP at the highest level on PASCAL VOC
data set. When the teacher net was ResNet101 and student net
was ResNetl8, the improvement was not as great as teacher
net of ResNet50. In Figure 3, we showed some detection
examples on PASCAL VOC with the ResNet50 as teacher
net and MobilenetV1 as student net.

2) MS-COCO DATASET
The MS-COCO dataset is a challenging object detection data
set. Experiments were carried out on MS-COCO 2017 [37],
which contains 118k images for training, Sk for validation
(val) and 20k for testing without provided annotations (test-
dev). Detectors were trained on COCO training set, and eval-
uated on the validation set.

From the Table 2, we found that the lower mAP on the data
set is, the more obvious effect of the student net after GAN
knowledge distillation is. So we used MobilenetV1_0.75 as
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FIGURE 3. Detection results on Pascal VOC 2007 with our GAN-KD model. We show detection results with scores higher than 0.6.

TABLE 2. Object detection mAP(%) on the MS COCO 2017 validation set.
MoblienetV1 and MoblienetV2 use GAN-knowledge distillation in
different teacher net.

Student net Teacher net COCO 2017 val

- 21.7
MobilenetV 1 VGG16 24.7(+3.0)
ResNet50 25.4(+3.7)
ResNet101 25.0(+3.3)

- 18.0
MobilenetV1_0.75 VGG16 21.8(+3.8)
ResNet50 23.0(+5.0)
ResNet101 22.6(+4.6)

- 22

MobilenetV2 VGGIl6 24.1(+2.1)
ResNet50 24.6(+2.6)
ResNet101 24.2(+2.2)

the student net, and we have increased 5% mAP on COCO
data set. In Figure 4, we showed some detection examples on
COCO with the ResNet50 as teacher net and MobilenetV1 as
student net.

3) MPID DATASET

The images of PASCAL VOC and COCO data set are gained
in normal environment, we also experimented our method
in extreme environment to further test the generality of this
approach. Li et al. [38] conducted a study of object detec-
tion in rainy days. It is a difficult problem because rain is
a complicated atmospheric process and could cause several
different types of visibility degradations, due to a magnitude
of environmental factors including raindrop size, rain density,
and wind velocity. In addition, the author opened a rainy
day data set called Multi-Purpose Image Deraining (MPID).
MPID data set is a new large-scale benchmark consisting
of both synthetic and real-world rainy images of various
rain types, such as rain streak, raindrop, and rain and mist.
Li et al. compared the precision of detection algorithms with
Faster-RCNN, YOLOvV3, RetinaNet, VGG and other state-of-
the-art object detection algorithms on MPID data set.
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TABLE 3. Object detection mAP(%) on the MPID (RID and RIS) data set
employing GAN-KD and not using GAN-KD in different teacher net.

Student net Teacher net MPID

- 16.7
MobilenetV 1 VGG16 18.2(+1.5)
ResNet50 20.1(+3.4)
ResNet101 19.8(+3.1)

- 16.7
MobilenetV1_0.75 VGG16 18.4(+1.7)
ResNet50 20.6(+3.9)
ResNet101 20.1(+3.4)

- 17.2
MobilenetV2 VGG16 18.7(+1.5)
ResNet50 20.9(+3.7)
ResNet101 20.2(+3.0)

Therefore, in order to prove the availability of our net-
work, we also applied MPID data set to test on rainy day
images. MPID data set mainly contains two parts: a Rain in
Driving (RID) set collected from car-mounted cameras when
driving in rainy weathers, and a Rain in surveillance (RIS)
set collected from networked traffic surveillance cameras on
rainy days. From the Table 3, we found that our approach still
achieved better results. It could be seen, 3.9% mAP on MPID
data set increase was showed by means of MobilenetV1 as
the student net, and 3.6% mAP on MPID data set increase
was achieved by means of MobilenetV2 as the student net.
Figure 5 shows detection examples using Mobilenet without
GAN-KD and Mobilenet with different GAN-KD model in
comparison.

D. FUTURE WORK

We also use our method to improve the two-stage object
detection, such as Faster-RCNN. We employ ResNet50 as
student net, and ResNetl01 as teacher net. In addition,

we compare our detection results with the method proposed
by Wang et al. [39]. We use PASCAL VOC 2007 train val
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(a) GAN-KD(ResNet50)

(b) GAN-KD(ResNet101)

(¢) GAN-KD(VGG16)

(d) MobilenetV1 (e) MobilenetV2 (f) Ground-truths

FIGURE 5. Detection results on MPID dataset using MobileNet without GAN-KD and MobileNet with different GAN-KD models on two images (first two
rows) from the RID dataset and two examples (last two rows) from the RIS dataset.

TABLE 4. Teacher net is the Faster-RCNN based on ResNet101, and regard
PASCAL VOC 2007 train validation as the training set. The mAP is 73.8%-+

on the PASCAL VOC 2007 test set. The first row and the second row is our
method, and the third row is the method proposed by Wang et al. [39].

Student net VOC 2007 test
ResNet50(ROI Pooling) 67.0
ResNet50(ROI Pooling + GAN-KD) 73.8(+6.8)
ResNet50(ROI Align) 71.7
ResNet50(ROI Align + GAN-KD) 74.0(+2.3)
ResNet50 69.0
ResNet50(Imitation) [39] 72.0(+3.0)

as the training set (without VOC 2012 training set), and the
mAP in the PASCAL VOC 2007 test set was 73.8%+.

The shallow student net with knowledge distillation all gets
significant improvement. Compared with the 3% absolute
gain of Wang et al. [39], we get 6.8% absolute gain in
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mAP for Faster-RCNN based on ResNet50. We also find that
Faster-RCNN of ROI Align is 4.5% mAP higher than Faster-
RCNN of ROI Pooling in PASCAL VOC 2007 test, as shown
in Table 4.

V. CONCLUSION

At present, most of the knowledge distillation methods are
aimed at the two-stage object detection. We propose a clean
and effective knowledge distillation method for the one-stage
object detection. The feature map generated by the teacher
net is taken as true samples, and the feature map generated
by the student net is taken as fake samples. Then we make the
distribution of student net and the teacher net to match each
other via true samples and fake samples to perform the gen-
erative adversarial training. Through unsupervised learning
of generative adversarial training, we avoid manual design
and extract feature from teacher net to adapt the student net.
Therefore, the whole training process is more efficient, and
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