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ABSTRACT This paper describes a reconfigurable architecture for an on-board processor to be used in
space exploration critical systems. It relies on, a dynamically reconfigurable multi-accelerator hardware
architecture that provides transparent reconfiguration and scalable performance, dependability, and power
consumption, at run-time. The architecture is integrated under an RTEMS operating system, which manages
reconfiguration and fault mitigation in a fully-compatible way with space requirements. In this work,
the proposed processor is used to implement a vision-based navigation system, providing fully autonomous
adaptation to different phases of a space mission timeline or events that the spacecraft may encounter
during its lifespan. Results show that reconfigurability enables the practical usage of Commercial Off-The-
Shelf (COTS) Multiprocessor Systems-on-Chips (MPSoCs) in real scenarios.

INDEX TERMS Vision-based navigation, reconfigurable on-board processor, high performance embedded

computing, real-time operating systems.

I. INTRODUCTION
Small bodies, including asteroids and comets, have been and
will continue being targets of different in-situ exploration and
sample-return space missions since they constitute an unri-
valed source of information about the history of the Solar Sys-
tem. A significant example is Rosetta, which was designed
and managed by the European Space Agency (ESA), having
Comet 67P/Churyumov-Gerasimenko as its destination [1].
Reaching and landing on an asteroid requires that tight
orbital and descent specifications are followed. This goal
is only possible with extremely accurate Guidance, Navi-
gation, and Control (GNC) systems. The accuracy required
not to compromise the success of the mission cannot be
guaranteed using only inertial units. Inertial measurements
diverge quickly, and thus, they have to be fused periodically
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with absolute references. The use of cameras is the only
solution to provide the absolute reference since, in the far
and medium distance ranges from the spacecraft to the target,
it is not possible to relay on altimeter sensors. The extrac-
tion of navigation data from images is called Vision-Based
Navigation (VBN).

VBN algorithms must necessarily run autonomously on
board the spacecraft since the communication delay with
the ground control center would prevent remote processing.
Taking the NASA InSight mission to Mars as an example,
the Entry, Descent, and Landing (EDL) phase until reaching
the surface of Mars lasted six minutes [2], while a one-
way communication from Earth to the spacecraft required
about ten minutes, in best cases scenarios. However, on-board
VBN constitutes a challenge, since it involves the execution
of complex image processing algorithms at a frame rate
high enough to guarantee the convergence of the naviga-
tion Kalman filters used for multi-sensor data fusion [3].
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These requirements surpass the performance space-qualified
processors, such as PowerPC-FT or LEON-based cores, can
provide, forcing the use of ad-hoc hardware-accelerated solu-
tions, typically in the form of ASICs [4]. For these reasons,
VBN has been identified as one of the applications requir-
ing high-performance embedded computing in space. From
this perspective, Lentaris et al. provide in [5] an extensive
evaluation of multiple computing platforms specific for VBN
systems, concluding that new-generation space-grade CPUs
are still one order of magnitude slower than what is needed
for reliable autonomous VBN.

In the last years, we are witnessing a paradigm change in
the space industry. The NewSpace approach is making agen-
cies and companies to be interested in cost-effective solu-
tions, as described in [6]. Thus, FPGAs are increasingly used
in space to substitute the unaffordable development of ASICs.
Different rad-hard FPGA devices are now accepted and
widely used in commercial missions. Most of these rad-hard
devices are based on One-Time Programmable (OTP) or flash
technologies for the device configuration memory, such as the
Microsemi RTG4, which hinders the exploitation of in-flight
reconfiguration. Moreover, their performance is much lower
than Commercial Off-the-Shelf (COTS) counterparts [4],
which makes them unsuitable for VBN. Only the SRAM-
based rad-hard Xilinx Virtex-5QV FPGA or the emerging
BRAVE FPGAs from Nanoexplore can provide the high-
performance and the number of logic resources required by
these applications but at a cost much higher than COTS non-
radiation-hardened versions.

Besides combining low cost with state-of-the-art process-
ing performance, commercial SRAM-based reconfigurable
devices offer the possibility of adapting the device logic at
run-time depending on the different stages the mission may
encounter during its lifetime. This way, a single process-
ing unit can be reused for multiple non-concurrent payload
processing tasks, reducing mass, volume, and energy, which
in the end also translates into cost reduction and simpli-
fies overall avionics system design. In spite of these clear
benefits, COTS SRAM-based FPGAs are more susceptible
to radiation-induced faults in their configuration memory,
so they require the application of specific hardening tech-
niques to protect not only the application logic but also the
configuration memory. Going one step forward FPGAs, state-
of-the-art Multiprocessor Systems-on-Chips (MPSoCs) with
programmable logic allow combining the benefits of both
software multiprocessing and reconfigurable hardware in a
single device.

The main contribution of this paper is to provide a new
cost-efficient software/hardware On-Board Processor (OBP)
architecture that effectively exploits Dynamic and Partial
Reconfiguration (DPR) on COTS reconfigurable MPSoCs in
space applications. This proposal is based on the ARTICo?
multi-accelerator architecture [7], which provides transparent
reconfiguration for performance scalability and dependabil-
ity, at run-time. The adaptability provided by the architec-
ture is not only functional, but it has also been extended
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to contribute to the system fault-tolerance. Besides the
architecture, ARTICo3-based solutions provide a run-time
software library to manage the reconfigurable accelerators.
In this work, the ARTICo® runtime has been integrated with
RTEMS, a real-time operating system certified and compliant
with space requirements. Application-independent support
tasks in charge of providing system-level reconfiguration and
Fault Detection, Isolation, and Recovery (FDIR) features,
have also been integrated into this scheme, together with
application-specific mission tasks. The proposed mixed soft-
ware/hardware architecture has been tested for VBN appli-
cations, allocating three different vision-based processing
algorithms that could not otherwise fit in one single device.
Each algorithm will be used at a different stage depending on
the distance to the target and the mission phase. The proposed
architecture has been implemented and evaluated on a Zynq
UltraScale4+ MPSoC device.

The rest of the paper is organized as follows. In Section II,
the envisaged mission scenario is provided as motivation.
In Section III, the state-of-the-art in the use of reconfig-
urable FPGAs for space applications is summarized. A back-
ground with the most significant technologies for this work
is included in Section I'V. The proposed system architecture,
the hardware subsystem management, and fault-mitigation
techniques are described in Sections V, VI, and VII. The
mapping of the vision-based navigation application on the
proposed platform is discussed in VIII. Finally, experimental
results are offered in Section IX, and conclusions and future
work are summarized in Section X.

Il. USE CASE SCENARIO

The scenario envisaged as the use case for the proposed
on-board processor entails a spacecraft lander carrying on
a rover to be deployed on an astronomical body. Depend-
ing on the relative size of the target under the vision of
the spacecraft camera, different magnitudes can be extracted
from the images. Therefore, the most appropriate navigation
algorithms for each particular time depend on the distance
from the lander to the target.

During the navigation phase to the celestial body,
the spacecraft lander makes use of the camera installed in
the rover for the descent and landing part using an absolute
navigation image processing interchanged by fast hardware
reconfiguration with a relative navigation image process-
ing implementation in the FPGA. The absolute navigation
technique relies on surface features detection and matching
of a priori extracted landmarks. This technique is slower
than relative navigation techniques, and for that reason, it is
devoted to execution at higher altitudes right before the final
descent.

During the final descent, the technique utilized is the
relative navigation based on surface feature detection and
tracking among consecutive frames. This technique is imple-
mented for fast execution in order to avoid measurement
dispersion, to accommodate the fast dynamics of the space-
craft and the quick reaction capabilities needed to control the
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safe landing. After landing, once that the spacecraft probe
is on the ground, the FPGA is once again reconfigured for
surface operations to host a solution based on stereo vision
disparity Semi-Global Matching (SGM) in the same FPGA.

Therefore, there is a need for adapting the navigation
algorithm at run-time, depending on the operational stage
the spacecraft is. In the current exploration and landing mis-
sions, computing architectures with at least three FPGAs
would be needed to allocate these three algorithms. The
proposal of this work shows an avionics architecture that
allows reconfiguring a single FPGA device, simplifying the
implementation and reducing mass and power, while provid-
ing a common platform that may be used over the different
phases of the mission. Absolute, relative, and stereo-vision
navigation algorithms can be interchanged using fast hard-
ware reconfiguration. This way, the spacecraft lander will use
the same FPGA for the different navigation algorithms. Since
these are critical safety operations, the re-programming time
in which the FPGA is not operative constitutes an essential
factor and one of the performance indicators.

Ill. RELATED WORK

A selection of relevant works in the state-of-the-art showing
the usage of rad-hard FPGAs in space and, in particular,
COTS-based solutions relying on dynamic and partial recon-
figuration, are described in the three following sections.

A. RAD-HARD SRAM-BASED FPGAs IN SPACE MISSIONS
Different space missions have been launched since the begin-
ning of the century, relying on SRAM-based FPGAs as the
leading processing technology.

The Cibola Flight Experiment (CFE) [8], developed by
Los Alamos National Laboratory and launched in 2007,
is one of the most relevant examples. Its goal was actually
to evaluate the feasibility of using SRAM-based FPGAs for
on-board processing. The payload was managed by a rad-
hard processor, while three reconfigurable computer modules
were used for experimentation. Each module was composed
of three Xilinx Virtex XQVRI1000 for data processing and
one radiation-tolerant Actel RT54SX32S, providing watch-
dog monitoring and a configuration interface to the FPGAs.
Several experiments were carried on the CFE, ranging from
the characterization of how FPGAs are affected by radiation
to the evaluation of different mitigation techniques for radia-
tion effects.

SRAM-based FPGAs have also been employed for crit-
ical functions in exploration missions. One example is the
lander used to deploy the Spirit and Discovery rovers on
the Mars surface, promoted by the Jet Propulsion Labo-
ratory [9]. In these missions, Xilinx XQR4062XL FPGAs
were in charge of controlling the descending and landing
operations. Triple Modular Redundancy at design level and
redundant FPGAs at component level were employed, cou-
pled with full FPGA reconfiguration (i.e., scrubbing), as fault
mitigation techniques. Component redundancy is a robust
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approach, but it suffers from high costs in terms of weight,
price, and energy.

Another interesting example is the Fraunhofer On-Board
Processor (FOBP) [10], proposed by the Fraunhofer Institute
for Integrated Circuits, as a flexible communication pay-
load for satellite-based digital signal processing applications.
This development will be part of the scientific payload of
the Heinrich Hertz communication satellite planned to be
launched in 2021. The FOBP consists of two radiation-
hardened Virtex-5QV FPGAs that can be entirely reconfig-
ured from the ground station. That way, the processor can
be adapted to new communication standards and to changing
environmental conditions at any time while in orbit. Thus,
the FOBP can perform signal processing at the physical
layer (including re-modulation or re-encoding), usually not
performed on board, since the lack of flexibility of existing
non-reconfigurable satellite communication systems would
prevent the adoption of new standards [11]. Authors in [12]
report an evolution of the FOBP. This work raises the pos-
sibility of using non-hardened devices, such as the Kintex-
UltraScale XCKUO040 or Zynqg-UltraScale+ ZU19EG, as part
of the FOBP for commercial Low Earth Orbit (LEO) commu-
nication applications.

B. COTS MPSoCs IN SPACE MISSIONS
In the field of reconfigurable devices, special attention is
being paid on reconfigurable MPSoCs. These devices embed
in the same integrated circuit multiprocessors, SRAM-based
FPGAs, and dedicated peripherals. The flexibility offered
by MPSoCs cannot be found in other devices due to the
combination of the inherent flexibility of software and the
one achievable with reconfigurable circuits. This heterogene-
ity can be further exploited to harden the system against
radiation thanks to the diversity provided by pairing both
architectures on a single die. These considerations were
taken into account to develop the CHREC Space Com-
puter (CSP) [13], an onboard computer implemented mixing
radiation-hardened and COTS components. This computer
has high computing capabilities due to being based on a
Zynq platform from Xilinx. Software and hardware hard-
ened techniques have been employed to maximize the global
design reliability, which has been validated with in-flight data
obtained in the context of the STP-HS5 mission. The CSP
can be hardened with a DPR-compatible scrubber based on
updating the golden copy when a new configuration is loaded
into the FPGA [14]. Similar to the CSP, the APEX-SoC
solution [15] leverages the resources offered by a single
Zynq device to implement instrument data acquisition and
processing stages. They applied several hardening techniques
to protect the logic of the design implemented in the FPGA,
the application data, and the processors. The hardening meth-
ods are mainly based on redundancy, watchdogs, ECC codes,
and scrubbers.

The benefits of reconfigurable MPSoCs have also attracted
the attention of ESA, which is developing the OPS-SAT
program [16]. The main goal of this initiative is to develop
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a satellite using COTS wherever possible, avoiding new
developments. An ALTERA Cyclone V device will be the
primary computing platform employed in the payload, so it
is flexible enough to allow the replacement of applications
while in flight.

The NINANO platform (Numeric Intensive Node
for Applications mono-module adaptation for nanosatel-
lites) [17] is an OBP based on a Xilinx Zyng-7030. This
on-board processor will be used in at least two scientific
missions: the EYE-SAT [18] and the SERB-SAT [19]. The
EYE-SAT mission has two main scientific objectives: to
study the intensity and polarization of the zodiacal light over
a vast portion of the sky, as well as to provide a 360° colored
picture of the Milky Way. SERB-SAT will be used to measure
the total solar irradiance to understand how this magnitude
affects climate.

C. DYNAMIC AND PARTIAL RECONFIGURATION

IN SPACE APPLICATIONS

The use of in-flight reconfigurable devices in avionics is
gaining the attention of companies and space agencies. First
in-flight reconfiguration was reported by [20] in the context
of the FedSat mission [21]. More recently, in the already men-
tioned Cibola flight experiment, reconfiguration was used for
correcting Single Event Upsets (SEU), as well as to adapt
the functionality in the FPGA to the requirements of different
experiments. Exploiting this dual-purpose reconfiguration is
common when applying this technique in radiation prone
environments.

Regarding fault mitigation, it must be mentioned the work
done in [22], where authors combine the built-in features
for SEU mitigation embedded in Xilinx Zynq MPSoCs with
a readback scrubber. With this approach, a global mitiga-
tion strategy is designed taking advantage of the fast detec-
tion and correction capabilities of information redundancy
coding based scrubbers, complemented with readback-based
scrubbers. This allows repairing any fault detected in the
configuration memory. Another interesting work is the one
presented in [23], where authors combine DPR with configu-
ration memory scrubbing. They propose a solution based on
a golden copy. Periodically, redundancy codes are computed
and compared from parts of both the configuration memory
and the golden copy. To perform DPR, first, they modify the
appropriate section of the golden copy with the new config-
uration data. When the scrubbing process passes through the
new data of the configuration memory and detects differences
between it and the golden copy, the corrected configuration
is reloaded in the system. Contrary to this approach and the
previously mentioned from [14], we present in this paper a
DPR-aware compatible scrubber that does not require to gen-
erate or modify the golden copy every time a reconfiguration
is performed.

The work developed by ESA in [24] is very remark-
able since it demonstrates the effectiveness of reconfigu-
ration in the new FPGA platform BRAVE, developed by
NanoExplore. Differently to previous works, BRAVE FPGAs
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are space-grade devices that count on a rad-hard fabric.
Another relevant feature of this platform is the possibility of
using a SpaceWire interface for modifying the configuration
memory. This new approach was evaluated in [25], where
the authors compare the reconfiguration times when either
SpaceWire or JTAG interfaces are employed.

IV. BACKGROUND INFORMATION

Before providing details on the proposed reconfigurable
architecture, relevant context information is provided in this
section.

A. ZYNQ UltraScale+ MPSoC ARCHITECTURE

Zynq UltraScale+ is the latest generation of Xilinx MPSoCs.
It is manufactured in TSMC FinFET 16nm technology, and
it features an ARM-based processing system. It has been
selected as the technology underneath in this work due to
the experience Xilinx has on SRAM-based reconfigurable
devices, which results in sophisticated tools and IPs. Xilinx
also accumulates a relevant flight experience with the space-
grade Virtex-5QV, while their non-hardened devices are also
attracting the interest of the space industry. It must also be
mentioned the device characterization effort carried out by
the Xilinx Radiation Test Consortium (XRTC) that, together
with other industrial and academic partners, is carrying out
the first experiments on the SEU characterization of the
Zynq UltraScale+ [26], [27]. Moreover, different initiatives
have been carried out by the industry to provide radiation-
hardened versions of the ARM processors included in the
Zynq Ultrascale+ [28], [29]. Therefore, the proposals devel-
oped in this work could be implemented in the future using
full rad-hard devices.

The Zynq UltraScale+ platform offers two different hard-
wired processor fabrics: the Application Processing Unit
(APU) and the Real-Time Processing Unit (RPU). The
APU is composed of up to four application-oriented Cortex-
AS53 processors, running up to 1.3 GHz, while the RPU con-
sist of two real-time oriented Cortex-R5 processors, working
up to 533 MHz. In some parts of the family portfolio, an ARM
Mali 400 Graphical Processing Unit (GPU) is also included.
As a whole, the APU and the RPU constitute the Processing
System (PS). The PS is combined with an FPGA. The FPGA
is the reconfigurable part of the chip and is known as the
Programmable Logic (PL). The circuitry implemented on
the PL can be (re-)configured from a processor in the PS
(using the PCAP interface), the FPGA itself (using the ICAP
interface), or an external device. Further details on the device
reconfiguration can be found in the Xilinx UltraScale Archi-
tecture Configuration User Guide [30].

B. ARTICo® ARCHITECTURE

The ARTICo? [7] is a hardware-based processing architecture

for high-performance embedded reconfigurable computing.
As shown in Figure 1, the hardware architecture in

ARTICO? is mainly divided into a static part (i.e., the infras-

tructure that delivers data to the different accelerators) and
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FIGURE 1. ARTICo? architecture, including the Host microprocessor,
the shuffler and the dynamically reconfigurable logic for the accelerators.

a dynamic part (the hardware accelerators). The ARTICo?
architecture features a DMA-capable datapath, whose inter-
nal structure can be configured at run-time to support differ-
ent processing profiles. The reconfigurable datapath belongs
to the static part, which is automatically loaded during the
system startup. The dynamic part is divided into several
reconfigurable partitions (or slots), where the hardware accel-
erators are loaded using DPR when the user requires it.

Using dynamic and partial reconfiguration as its techno-
logical foundation, ARTICo? allows a dynamic exploration
of the space of possible solutions, changing the working
trade-offs at run-time. Hence, performance-oriented or fault-
tolerant processing can be selected on-demand.

In performance-oriented operation points, multiple
instances of a given hardware accelerator are loaded in the
FPGA fabric. The ARTICo® datapath is then configured
to send different input data to each instance. The parallel
instances of the same hardware accelerator are then executed
simultaneously on different data, in a SIMD-like fashion.

From the perspective of dependability, ARTICo? provides
basic structures to support selectable fault tolerance and fault
detection. Fault-tolerant execution is achieved using the logic
that acts as a gateway between the static region and the recon-
figurable partitions. Thus, in fault-tolerant profiles, the dat-
apath is configured to send the same data simultaneously
to two or three accelerators and gathered through a config-
urable voting unit to implement Dual Modular Redundancy
(DMR) or Triple Modular Redundancy (TMR) execution
modes. Moreover, this fault-tolerant mechanism is performed
on a datum basis by taking advantage of the bus-based com-
munication infrastructure available in ARTICo® based sys-
tems. In turn, fault detection is supported by a lightweight
monitoring infrastructure, where each reconfigurable parti-
tion has an associated error counter. Control signals coming
from the configurable voting unit are in charge of increas-
ing the corresponding counters whenever different results
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are obtained in one execution. The embedded monitoring
infrastructure in ARTICo® allows users to analyze system
performance and error rates.

C. VISION-BASED NAVIGATION ALGORITHMS

As motivated in Section II, three different space environment
scenarios have been identified: absolute navigation based
on landmark matching, relative navigation based on feature
tracking, and stereo vision algorithms for close operation.

Absolute navigation uses image processing techniques to
find relevant features corresponding to remote stellar bodies
in the image collected by the navigation camera. Features
are then mapped and compared with a database available on
board and previously generated. The mapping of multiple
features allows the navigation filter to derive an accurate
position estimation related to the target surface. Absolute
navigation requires an image processing algorithm that pro-
vides edges that are later post-processed to extract landmarks
of the surface. The algorithm selected in this work is the
widely known Canny edge detector.

In relative navigation, the image processing part of the
algorithm is responsible for the extraction of the landmark
points in the image and tracking them. However, it does not
rely on a thorough comparison with a known database, but
on the relative tracking of the displacement of the detected
features from one frame to the subsequent one. Following
the displacement of up to 100 distinct points observed in
the images, the navigation filter can accurately calculate the
position of the spacecraft. The Harris Corner and Minimum
Eigen Value corner algorithms are used to find corners, to be
used as useful features to track.

In turn, to obtain 3D information regarding the target body,
a stereo vision algorithm working on information from two
separate cameras is used. The system performs the extraction
of lines that are matched in the two stereo views; these
matches are then used to estimate pose. The selected algo-
rithm to be accelerated in hardware is the semi-global match-
ing algorithm [31].

Finally, the fusion of the data produced by inertial sensors
with the absolute references obtained by the three proposed
vision-based navigation algorithms is carried out by a stan-
dard Kalman Filter, similar to those reported in [3].

V. RECONFIGURABLE ON-BOARD

PROCESSOR ARCHITECTURE

This section describes the proposed hardware and soft-
ware architecture for the reconfigurable on-board processor,
including further details on platform adaptation and the pro-
posed templates for software tasks.

A. HARDWARE ARCHITECTURE

The hardware architecture proposed for the on-board proces-
sor is composed of three subcomponents: the Real-Time Pro-
cessing Unit, the ARTICo? infrastructure, and the Xilinx Soft
Error Mitigation (SEM) IP [32]. A simplified representation
of the proposed on-board processor is shown in Figure 2.
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FIGURE 2. Block diagram of the baseline architecture of the proposed
Reconfigurable On-board Processor for space applications.

The RPU has been selected as the leading software comput-
ing unit since the Cortex-R5 processors that make up this unit
can run in lock-step mode. In other words, they can be config-
ured within a physical and temporal DMR scheme in which
the two processors are executing two exact copies of the same
application code, but with a delay of some clock cycles [33].
If a mismatch between the results they provide is detected,
the whole computation is canceled and repeated. The PCAP
and the ICAP are the interfaces for accessing the configura-
tion memory. They are used by the RPU and the SEM-IP,
respectively. The RPU uses the PCAP to adapt the set of
hardware accelerators to new mission stages, to alternate
between ARTICo? profiles (see section IV-B) and, to perform
active repairs using scrubbers. The SEM-IP [34] requires
the use of the ICAP and provides an Error Redundancy
Coding based scrubber that offers low detection time. The
information about the scrubbers implemented in the platform
is further explained in section VII. Data exchanges are done
via an AXI4-Full DMA-capable bus, while control opera-
tions (setting up registers for accelerators profile selection,
SEM-IP control) is performed via an AXI4-Lite bus.

Only the hardware accelerators loaded in the ARTICo?
architecture are dependent on the mission goals, while the rest
of the modules are application-independent. As a result, and
thanks to its hardware reconfiguration capabilities, the recon-
figurable on-board processor constitutes a generic solution
for space applications, providing mission independent hard-
ware and software elements that can be integrated with
mission-specific ARTICo? accelerators and software appli-
cation tasks.

When new applications have to be supported, hardware
accelerators must be made compliant with the ARTICo?
architecture. The ARTICo? toolchain provides architectural
templates for the interfaces, and automated scripts to pro-
duce the required FPGA configuration files (i.e., bitstreams).
These bitstreams can be used at run-time to change the hard-
ware accelerators available in each reconfigurable slot.
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B. SOFTWARE ARCHITECTURE

The use of a Real-Time Operating System (RTOS) is crucial
in on-board processors to guarantee they comply with the
requirements of the space domain. In this work, RTEMS
(Real-Time Executive for Multiprocessor Systems) has been
selected with this aim. RTEMS is a multi-threaded hard
real-time OS widely used in different NASA and ESA mis-
sions. A custom RTEMS Board Support Package (BSP) has
been developed in this work to make it compatible with the
Zynq UltraScale+ MPSoC board used in the experimental
setup. Key aspects addressed when porting RTEMS to this
platform have been the initialization of the memory protec-
tion unit of the processors, the development of the clock
driver, and the management of the booting stage. Further
low-level support was added to the BSP by re-using the
existing bare-metal drivers for the different peripherals on the
board.

The real-time OS is in charge of scheduling and coordinat-
ing the execution of software tasks while guaranteeing real-
time constraints and deterministic behavior. RTEMS is also in
charge of arbitrating access to shared resources in the device,
such as the reconfiguration port. Therefore, the RPU featured
with RTEMS constitutes the foundation upon which mission
applications and support tasks have been implemented. The
former includes the control-intensive sections of the mission-
specific navigation algorithms that are not susceptible to
being accelerated in hardware. The latter, on the other hand,
includes the FDIR functionalities, the reconfiguration func-
tions included in the ARTICo?® runtime, and the commu-
nication data-handling. All these tasks qualify as platform
support tasks since they allow applications to exploit the main
features offered by the on-board processor, as well as to solve
the problems associated with using reconfigurable devices
in radiation prone environments. Of particular interest is the
data handler task, which processes messages coming from an
external mission controller through the command and control
data-link. Those messages are capable of producing a change
in the phase of the mission, therefore triggering in-flight
reconfiguration.

The software runtime of the ARTICo? architecture, which
was initially provided as a Linux driver and the correspond-
ing user-space software library, was also ported to RTEMS
as part of this work. This was performed considering the
tight constraints real-time applications must comply with,
being determinism one of the main concerns. In the proposed
RTEMS-based implementation, the execution flow of each
kernel is controlled by a specific thread that must be created
by the user for this aim. These threads enter a sleep state after
commanding a DMA transaction to the accelerators or while
they are waiting for the hardware accelerators to finish a com-
putation. As a result, the processor is free for other threads to
execute. This feature, combined with the fact that all the API
routines are thread-safe, ensures that different kernels can be
used concurrently in a single application. Particular effort was
put to avoid potential data-race situations with coordinated
access to shared data.
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TABLE 1. UC scenario modes and APs involved in each mode.

APs

Modes Data-Handling | Fault-Detection

Reconfiguration GNC

Relnav Relnav 2 Absnav Stereo-Vision

Coasting

Navigation Init

Absolute Navigation

Braking Phase Nav

Relative Navigation

Terminal Descent

PR R

Il R B T B Rl

Landing Operations

Repair Mode

I B I e T I I B I

Reconfiguration Mode

Mo

Algorithm 1 AP Template
thread AP_<NAME>_THREAD {
rtems_rate_monotonic_create(AP_<name>_period)
loop:
rtems_rate_monotonic_period(AP_<name>_period)
function AP_<name>_receive() {
if new_messages == TRUE then
parse_messages()
end if
end function
function AP_<name>_step() {
if state == AP_ < name > _ON_state then
perform_operations()
end if
end function
function AP_<name>_publish() {
if new_output_data == TRUE then
publish_data()
end if
end function
goto loop.

}
end thread

C. MISSION AND SUPPORT TASK TEMPLATES

A software task, referred to as Application Processing (AP),
accompanies each hardware kernel included in the on-board
processor. The AP includes the software partition of the
algorithm, the control of the execution of the correspond-
ing ARTICo® hardware accelerators, and the data supply
to these accelerators. The template proposed in this paper
for the APs is represented in Algorithm 1. This template
is not exclusive for the processing tasks requiring hardware
acceleration. Purely software tasks are also created according
to this structure, facilitating message passing among all the
tasks in the system.

All the APs are executed periodically using a rate mono-
tonic [35] scheduling under the RTEMS OS. As can be
seen in Algorithm 1, every time an AP is executed it does
three things: (i) parse new messages (if any), (ii) perform
operations (if the task is currently active), and (iii) deliver
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output data (if any). New applications with hardware accel-
eration requirements can be ported to the on-board proces-
sor by adapting the hardware accelerators to the ARTICo?
accelerator template and developing the software counter-
parts following the standardized template and the ARTICo?
runtime APL

As has been already explained, support tasks also follow

the AP structure provided in Algorithm 1, and they constitute
the mission independent software elements of the OBP that is
always present in the system regardless of the mission of the
spacecraft. The specific support APs included in the platform
are the following:

o Data-Handling AP: Processes the messages from the
command and control data-link, which can trigger the
adaptation of the platform.

o Fault-Detection AP: Performs the platform fault detec-
tion, using error redundancy coding and readback
scrubbing techniques.

o Reconfiguration AP: Centralizes all the hardware recon-
figuration requests for both functional adaptation and
fault recovery.

All these support APs are described in detail in the next

sections.

D. MODE DEFINITION FOR PLATFORM ADAPTATION
Platform in-flight adaptability is achieved by the definition of
different execution modes, which differ in the set of enabled
tasks. Application-independent support modes for executing
the mode change as well as for fault repair are always present
in the platform.

The Reconfiguration Mode is the one in charge of execut-
ing the mode change, and thus, the platform always enters
this mode when switching between any other two modes.
An on-ground mission controller triggers the mode change,
using the command and control data-link. In turn, the system
enters the Repair Mode when the Fault-Detection AP detects
a system fault. In the Repair Mode, the DPR capabilities
of the MPSoC are used to recover the initial state of the
configuration memory.

Apart from support modes, many others can be defined
according to the application requirements. For the vision-
based application presented in this work, table 1 gathers
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all the implemented modes, as explained next. During the
coasting stage, the autonomous GNC function is under
hibernation, so neither the GNC software nor the FPGA
accelerators are activated. Before reaching the asteroid close
operations, there is a mode change entering in navigation
init where the GNC software is awakened for the initializa-
tion of units, the configuration of software functions, and
sensors. No FPGA accelerators are yet activated. At some
mission point, the Earth’s ground operations initialize the
on-board autonomous navigation, passing to the absolute
navigation mode. Between absolute and relative navigation
modes, an intermediate braking mode has been defined,
in which the spacecraft initiates descent operations. During
this phase, both absolute navigation and relative navigation
techniques co-exist in an interleaved manner to allow the
proper relative navigation initialization and a smooth mode
change. Afterward, the relative navigation technique is exe-
cuted until the very end of the landing over the surface.
Relative navigation is based on two image processing tech-
niques. First feature detection is carried out, followed by
feature tracking. Therefore there are two APs, named here
Relnav and Relnav_2, associated with this mode. Before
touch down, there is the last mode change to terminal descent,
where spacecraft follows a free fall with no spacecraft control
to avoid surface contamination due to thrusting. Finally, after
the landing, the rover vehicle starts the landing operations
over the celestial body surface, making use of the same
avionics, so the image processing technique of stereo vision
for terrain navigation is activated.

The next section provides further details on how the hard-
ware subsystem is managed on the platform.

VIi. HARDWARE SUBSYSTEM MANAGEMENT

This section focuses on the main elements involved in the
management of the hardware subsystem. First, the Recon-
figuration and the Data-Handling APs, which control mode
changes, are described. Then, the integration of ARTICo3
primitives in the mission-specific APs is detailed.

A. DATA-HANDLING AP AND RECONFIGURATION
AP FOR MODE CHANGES
The reconfiguration AP orchestrates all the tasks performed
in the on-board processor related to hardware reconfigura-
tion. Reconfiguration can be triggered either to repair SEUs
in the configuration memory of the FPGA or to execute a
mode change by reconfiguring the hardware accelerators in
the FPGA logic. Hence, this AP reacts to system demands
in the form of requests which can be triggered by the Fault-
Detection AP or by the Data-Handling AP. By using a cen-
tralized scheme, accesses to the PCAP configuration interface
are resolved by an arbitration entity. This section focuses on
functional adaptation. The use of reconfiguration for fault
tolerance is described in section VII.

The Data-Handling AP transforms the mode change
requests received from an external mission controller
into reconfiguration requests. Mode changes cannot be
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void AP_Data_Handling_step

{
// Some flag checks

if ( current_mode != requested_mode ) {
if ( current_mode != on_mode_change_m ) {
switch ( requested_mode ) {
mode A:

set_flag_reconfig_required( true );
artico_load_req("kernel A", 1, ) ;
artico_load_reqg("kernel A", 2, ...);
artico_load_reqg("kernel A", 3, ) 8
break;

mode B:
set_flag_reconfig_required( true );
artico_load_reqg("kernel B", 1, ...);
artico_load_req("kernel C", 2, ...);
break;

mode C:
set_flag_reconfig_required( false );

}

current_mode = on_mode_change_m;
} else { // current_mode == on_mode_change_mode
if ( get_flag_reconfig required == false )

current_mode = requested_mode;

}

Code. 1. Mode changes implementation.

immediately performed because the APs using hardware
acceleration cannot be stopped abruptly, in the middle of
a data transaction to the hardware accelerators. In other
words, the PL. must be adapted to the next mode before
it starts. For this reason, the Data-Handling AP enqueues
reconfiguration requests into a buffer shared with the
reconfiguration AP. Requests are issued by calling the
artico3_load_req function. Code 1 shows the imple-
mentation scheme of the Data-Handling AP. Mode change
requests are stored in the variable requested_mode which
is compared with the current_mode variable when-
ever the Data-Handling AP is executed. If they differ,
the mode change is executed. If the next mode needs to adapt
the logic in the PL, the reconfig_required_flag
is set to one. The required reconfiguration requests are
then enqueued and when the system switches into a
on_mode_change_mode. Then, when the reconfigura-
tion AP sets the reconfig_required_flag to zero,
it means that the reconfigurations requested have been solved
and the system enters in the requested mode. Once the PL
has been adapted (i.e., reconfigured), the mode change is
performed by updating the current_mode variable.

B. ARTICo® PRIMITIVES IN THE MISSION APs

The APs related to a given application must follow the formal-

ized scheme showed in Algorithm 1, which has been extended

with the invocation of ARTICo® functions in Algorithm 2.
The config command is sent to all APs once the

artico3_init and artico3_kernel_create

ARTICo? initialization functions are executed during the
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Algorithm 2 ARTICo? Runtime Calls in Application APs
thread AP_<NAME>_THREAD {
rtems_rate_monotonic_create(AP_<name>_period):
loop:

rtems_rate_monotonic_period(AP_<name>_period)
function AP_<name>_receive() {
if new_messages == TRUE then
if new_message == config_message then
artico3_alloc (“port_A")
artico3_alloc (“port_B")

artico3_alloc(“...”)

end if

if new_message == close_message then
close_flag_ = true

end if

end if
end function
function AP_<name>_step() {
if close_flag_ == false then
Initialize data buffers
artico3_execute (“kernel A")
Store results
else
artico3_free (“port_A")
artico3_free (“port_B")
artico3_free(™..."”)
end if
end function
function AP_<name>_publish() {
if new_output _data == TRUE then
publish_data()
end if
end function
goto loop.

}
end thread

RTEMS initialization. When an application AP receives this
message, it initializes all the ARTICo® ports used by the
kernel associated with that AP. When the message received is
the close command, a flag is triggered to signal that the AP is
not going to be used anymore in the mission, and therefore it
can free the memory associated with the ARTICo? ports when
all data transactions to hardware accelerators have already
finished.

If the system is working on a mode in which the AP
is enabled, it performs the required computations using the
hardware accelerators. In this situation, the ARTICo? input
buffers (i.e., the allocated ARTICo? ports) must be initial-
ized. Data is sent, processed, and received by invoking the
artico3_execute function. Then, the AP must store
the results of the computation. If the workload exceeds
the processing capabilities of the hardware accelerators in
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a single round, several transactions are transparently issued
and managed by the ARTICo? runtime library.

VII. FAULT-MITIGATION TECHNIQUES

This section describes the FDIR techniques integrated into the
on-board processor to ensure the survival of the COTS device
along the whole mission time. These include accelerator-level
hardware redundancy, device primitives capable of detecting
SEUs in the configuration memory, and a custom scrubber
specifically designed for reconfigurable systems.

Firstly, the ARTICo? framework provides inherent fault
tolerance in the reconfigurable partitions through accelerator-
level redundancy. As explained in section IV-B, the ARTICo?
voter masks and detects faults by comparing the outputs
provided by all the replicated accelerators. However, this is
not a repair mechanism, so it is not enough for really harsh
environments such as outer space, in which too much cumu-
lative faults would eventually make all the accelerators to fail.
Moreover, this protection excludes the ARTICo? static infras-
tructure and any other application-specific circuitry included
in the PL.

In turn, Zynq UltraScale+ devices have dedicated logic
primitives to detect and correct SEUs using error redundancy
codings. In particular, each configuration frame is protected
by an Error Correction Code (ECC) that supports the correc-
tion of configuration memory with up to 4-bit errors, whereas
a Cyclic Redundancy Check (CRC) assesses the integrity
of the whole configuration memory [32]. To adopt these
features, the SEM-IP core, which performs all the operations
needed to locate errors, has to be instantiated in the design.
Beyond locating them, the SEM-IP can directly repair most
faults by using the ECC mentioned above. However, in the
case of multiple-bit upsets distributed with some particular
patterns, the SEM-IP only reports the position of the affected
frames, but it is not capable of correcting them. Moreover,
some combinations of faults can only be detected by the CRC
and not by the ECC, and so even the positions of the damaged
frames are unknown.

Finally, a reconfiguration-aware scrubber has been imple-
mented to identify the position of the faults detected but
not located by the SEM-IP. This scrubber reads back the
content of the configuration memory and compares the read
data with a golden copy stored in external memory. A set of
mask files (generated during the synthesis of the platform)
is used to identify the bitstream positions truly controlling
the circuit configuration. Since the system can be adapted at
run-time, the golden copy to be used also varies with time.
The proposed scrubber uses a table that reflects the modules
already loaded in the reconfigurable regions. This table is
updated every time an accelerator is reconfigured.

All those fault mitigation techniques are supported from
the on-board software perspective by two APs: on the one
hand, the Fault-Detection AP, which monitors the output of
the SEM-IP and the ARTICo? error monitors; on the other
hand, the Reconfiguration AP, in which configuration mem-
ory is returned to its original state when the SEM-IP reports
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a non-reparable (or even not located) fault. The Fault-
Detection AP triggers a mode change to enter in Repair Mode
when needed. In this mode, the area of the FPGA affected by
the error is reconfigured to fix the possible faults. In the case
of non-located faults, the Reconfiguration AP first executes
the reconfiguration-aware scrubber, to know which is the
affected region.

The FDIR tasks have been allocated in the real-time pro-
cessors. The lockstep mode of operation, together with the
use of RTEMS, makes it an increased reliability fabric in the
Zynq UltraScale+ device. As discussed in [36], the Zynq
UltraScale+ also includes a PMU, a fault-tolerant triple-
redundant processor, which could also be used as a reliable
fabric to run the scrubbers. However, no RTEMS support is
available for the PMU, making it incompatible with space
scenarios.

VIIl. VBN APPLICATION MAPPING IN THE

ON-BOARD PROCESSOR

This section describes how the VBN application has been
integrated into the proposed OBP reconfigurable architec-
ture. The proposed VBN implementation exploits the het-
erogeneous nature of the reconfigurable on-board processor,
resulting in a software/hardware solution. The most com-
putationally demanding tasks are implemented as ARTICo?
reconfigurable hardware accelerators in the PL.

Figure 3 shows the floorplanning of the reconfigurable
OBP, including the ARTICo® reconfigurable slots and the
SEM-IP. Six reconfigurable slots have been included in the
PL, two large ones (named a3_slot_0 and a3_slot_3), and
four small ones (named a3_slot_1, a3_slot_2, a3_slot_4 and
a3_slot_)5).

Four different accelerators have been implemented for the
application. Two of them (AbsNav_sI and AbsNav_s2) are
dedicated to the image processing required by the absolute
navigation mode. Due to data dependencies, these accel-
erators are invoked sequentially, one after the other, dur-
ing each navigation iteration. This approach provides better
results in terms of hardware resource utilization, showing
the benefits of dynamic and partial reconfiguration technique
for in-flight silicon reuse. For this reason, the accelerators
are reconfigured at run-time during each navigation period,
so both share a single slot. Considering the amount of logic
required by these accelerators, they are configured in any of
the small slots available in the FPGA. The process begins
filling input data memories of AbsNav_sI; then, the corre-
sponding kernel execution is done in the FPGA. The results
are written in output data memories and collected from it.
At this point, an intermediate DPR takes place replacing the
AbsNav_sl implemented with AbsNav_s2. Once the FPGA
is ready, the second phase begins, filling AbsNav_s2 input
memories with the results obtained in the first stage. The next
steps are execution and final results data collection. To finish
the process, a new reconfiguration is needed to implement
AbsNav_sl in the FPGA to be ready for the next burst.
The first part of Absolute Navigation computes the image
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FIGURE 3. Reconfigurable OBP floorplan.

filtering convolutions to extract the initial image of edges.
The second state iterates over these edges to refine the
solution, searching for circular shapes to be recognized as
craters.

In turn, the relative navigation mode requires of the
Relnav_s1 and the Relnav_s2 accelerators. Both are executed
in parallel to improve performance, so they are configured in
two different ARTICo? slots. They are configured in the large
slots of the device. To process one complete 512 x 512 pixels
image, 128 cycles need to be carried out. In turn, 512 cycles
are needed for 1024 x 1024 pixel images. Each cycle involves
filling input memories, FPGA execution, and collecting data
from output memories. Finally, the Kalman filter in charge
of the fusion of the navigation data produced by the vision
algorithms and the measurements produced by external iner-
tial sensors is carried out by the GNC AP, which is enabled in
all the modes of the application requiring navigation.

Since a large MPSoC has been selected for the implemen-
tation of the reconfigurable OBP, the application does not
occupy all the slots available in the device. Free slots can
be used within the proposed architecture to other applica-
tions to be included on-board, such as earth observation or
communications.
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The time consumed in the reconfiguration is a primary
constraint due to the space mission characteristics as the
systems are built as hard real-time, so the image processor
shall deliver the processes data within a defined period.

IX. IMPLEMENTATION RESULTS

Experimental results have been carried out to evaluate the
proposed reconfigurable on-board processor in the VBN use
case. The parameters selected to measure the overhead intro-
duced by the DPR technique with the ARTICo® architec-
ture are the number of unused resources by using fixed-size
slots and the reconfiguration time per accelerator. Moreover,
the CPU occupancy required by the FDIR techniques used to
protect the COST device is reported.

A. RESOURCE OCCUPANCY

Table 2 shows the total logic resources available per recon-
figurable slot in the platform, together with the sizes of the
associated configuration bitstreams. It can be seen that the
large slots (a3_slot_0 and a3_slot_3) have approximately
double resources than the small ones. As expected, the size
of the partial bitstreams is proportional to the number of
resources existing in the reconfigurable region.

TABLE 2. Resource occupancy per slot.

Slot LUTs FFs BRAMI18s DSPs Bitstream Size [MB]
a3_slot_0 108480 86400 576 384 4.2
a3_slot_1 54240 43200 288 192 2.1
a3_slot_2 54240 43200 288 192 2.1
a3_slot_3 109440 86400 576 432 3.8
a3_slot_4 54720 43200 288 216 1.9
a3_slot_5 54720 43200 288 216 1.9

TABLE 3. Resource occupancy per kernel.

1P LUTs FFs BRAM18s DSPs
RelNav 22707 19235 87 16
RelNav_2 2721 2975 72 19
AbsNav_sl 1285 5557 62 99
AbsNav_s2 4390 4633 76 6
Stereo-Vision 8063 7286 66 0

In turn, table 3 shows the logic resources occupied by
each kernel in the VBN application. It is worth noting
the high number of resources required to implement the
relnav_detection algorithm compare to the others. The large
slots in the platform have been defined considering the
requirements of this accelerator, which produces underuse of
resources when these slots allocate the other accelerators.

The relative usage of resources, when mapping the algo-
rithms into ARTICo® slots, is shown in table 4. The
results have been grouped per accelerator and slot type
(large or small). As a simplification, only the (a3_slot_0 and
a3_slot_I) have been used to obtain the presented values for
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TABLE 4. Relative resource occupancy per kernel.

kernel slot % LUTs % FFs % BRAM18s % DSPs
RN G Gk aesy 3021 833
RN 2 G S 630 2500 9%
AbsNav_sl :iﬁlel ;ég 162%836 ;(1):;2 §?§§
AosNav 2 G 00 1072 363 313
Stereo-Vision ;iﬁiﬁ 17;1837 ]8;837 ;;gg 8

the large and small slots, respectively. Given these results,
it is necessary to mention that the limitation preventing the
allocation of the relnav_sI accelerator in the small slots does
not come from a lack of resources, but from the impossibility
shown by the vendor CAD tools to route the accelerator netlist
under a high occupancy in the slot.

B. RECONFIGURATION TIME

The time required to load an accelerator in the ARTICo3
architecture only depends on the size of the slot, regardless
it is fully occupied or not. Therefore, table 5 shows the time
required for the reconfiguration of each slot in the proposed
platform. Apart from the time needed for downloading the
bitstream in the device configuration memory (shown in
the DPR column in the table), whenever a new accelerator
is downloaded in ARTICo?, the table maintained by the
reconfiguration-aware scrubber must be updated. The time
needed to update this table is shown in the Update GCs. The
total time required for updating an accelerator is, therefore,
the sum of the DPR and Update GCs columns. All these tests
have been carried out with the PCAP working at 187.5MHz,
the maximum achievable frequency with the default PLL
assigned to this interface.

TABLE 5. Reconfiguration times.

Slot Update GCs [ms] DPR[ms] Total Time [ms]
a3_slot_0 18.59 9.26 27.85
a3_slot_1 1.60 4.64 6.24
a3_slot_2 1.62 4.65 6.27
a3_slot_3 23.65 8.52 32.17
a3_slot_4 3.29 4.26 7.55
a3_slot_5 1.73 4.26 5.99

C. VBN NAVIGATION PERFORMANCE

The corresponding execution time parameters of the
mission-dependent APs can be seen in table 6, which have
been measured exhaustively in the application. The hardware
accelerators associated to RelNav, RelNav_2, AbsNav and
Stereo-Vision APs have being simplified for the frame of this
work in order to fit in the designed ARTICo® slots and the
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TABLE 6. Mission-dependent APs execution times.

AP mean time [s] BCET [s] WCET [s]
Relnav 0.336 0.264 0.363
Relnav 2 0.402 0.07 0.486
Absnav 5.2 4.6 59
Stereo-Vision 0.325 0.293 0.374

overall MPSoC architecture, that includes data transmission
from memory between the accelerators and software tasks.

D. FAULT DETECTION AND REPAIR CAPABILITIES

The use of COTS devices, beyond the clear benefit offered
in terms of performance, adaptability and cost, has an impact
in the form of CPU occupancy due to the FDIR techniques
required to guarantee the survivability of the system. This
overhead is measured and analyzed in this subsection.

In the case of the proposed platform, the fault detection
time heavily depends on the time required by the SEM-IP
to detect a fault. The value provided by the Xilinx Prod-
uct Guide [32] to detect a fault by ECC is 28ms when
using the configuration memory interface employed by the
SEM-IP (ICAP) at its maximum operating frequency, which
corresponds to 200MHz. Moreover, the worst-case corre-
sponds to the CRC non-locatable faults, which is twice the
time to detect a fault using ECC, so it is 112ms (WCsgyper)
in the present solution, where the ICAP works at 100 MHz.
However, the proposed system will not react until the Fault-
Detection AP checks the output of this peripheral. As the
errors can appear in the configuration memory just after the
execution of the Fault-Detection AP, the system would not
detect the faults until the next execution of this task. Hence,
the WCET of the Fault-Detection AP (WCrpap) and its exe-
cution period (Trpap) must be taken into account, which is
expressed in the following equation:

WCper = WCsemper + WCrDAP + TrDAP (D

where WCp,, refers to the worst case for the fault detection
time. Hence, the time needed to react to a fault occurrence,
considering the hardware and software systems involved.

TABLE 7. Repair times.

Err type mean time [ms] BCET [ms] WCET [ms]
Repair per frame 0.228 0.048 0.355
Readback 1778.87 1775.74 1785.24

Regarding fault correction, the time required to repair the
device actively is shown in table 7. These metrics correspond
to the repair actions that the Reconfiguration AP can perform
when multiple-bit upsets, non-reparable by the SEM-IP, are
detected in the configuration memory. On the one hand,
if the faults are located but not repaired by the SEM-IP,
the Reconfiguration AP corrects the affected frame, which
takes 0.355 ms in the worst case, as shown in table 7.
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On the other hand, if the SEM-IP cannot even locate the
fault, it is necessary to trigger the readback scrubbing of the
whole configuration memory, as explained in section VII.
This operation takes 1785.24 ms, in the worst case (WCrcap)-

Likewise to the fault detection, in the case of fault correc-
tion, the period of the Reconfiguration AP (Trcap) together
with its WCET (WCgcap) must be considered to obtain the
worst case for the correction time (WCc,,,). This metric can
be obtained with the following expression:

WCcorr = WCrcaP + TrcaP 2)

The maximum periods that can be assigned to the FDIR
tasks (Trcap and Trpap) depend on the satellite orbit where
it will operate, which will impact on the expected failure
rate, combined with the device sensitivity metric to single
event effects. The shortest are these periods, the lower will
be the CPU time available for the application-dependent
threads. Considering the assumptions of the classical rate
monotonic scheduling algorithm [35], where it is formulated
that the execution time of every thread must be considered
constant, the CPU utilization percentage for the FDIR tasks,
can be determined using the periods assigned to both the
Fault-Detection and Reconfiguration APs, together with their
WCET, as expressed in the following equation:

WCrpap  WCrcap

Urpir = + (3)
Trpap Trcap

With these FDIR AP parameters, the overhead introduced
by the FDIR tasks can be computed in terms of CPU
utilization. Unless redundancy is applied to the accelerators,
the occurrence of SEUs during the computation of an accel-
erator will produce discarding its execution results. In partic-
ular, the worst-case conditions will happen when:

« Faults are detected just before the end of an execution of
the VBN task, so the whole computation time (WCypy)
of the task will be useless.

« Faults occur just after the execution of the FDIR tasks,
so the whole period assigned to the FDIR task (7_FDIR)
has to be waited.

On top of that, in the event of a fault, a correct com-
putation (with no errors) of the VBN algorithms would be
delayed the time spent in detecting and fixing the fault
(WCpet + WCcorr) in addition to the period assigned to
the VBN task (Typy). Considering these parameters and the
occurrence of a fault under the worst-case conditions, the time
expected to perform an error-free execution of the accelera-
tors (gFg) can be obtained with the following relationship:

terg > 2% WCypn + Tyvan + WCpet + WCeorr  (4)

E. COMPARISON WITH PREVIOUS WORKS

IN THE STATE-OF-THE-ART

This subsection provides a comparison of the most relevant
features of the on-board processor architecture proposed in
this paper, with significant works in the state-of-the-art. The
platforms provided in [13] and [15] have been selected for
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TABLE 8. Platform comparison.

Platform MPSoC Processors oS DPR usage HW Logic redundancy Scrubbers
Linux Adaptation . . .
CSP [13] Zyng-7020 ARM-A9 RTEMS compatible ~ Reparation Redundancy framework compatible Hybrid Scrubber Compatible
. i . . . DMR on processing pipelines Blind Full FPGA
APEX-SoC [15] Zyng-7100 ARM-A9 Linux Reparation Low-level redundancy on critical parts ECC-CRC
Proposed platform ZU9EG ARM-RS5-lockstep RTEMS ﬁg;g;zggz Dynamic, at accelerator level Readt];agl((:_ccfl%é% ware

this comparison, since they also include mission and fault
mitigation techniques, all integrated. These three platforms
have been developed as baseline architectures to be reused in
different missions, and they are all based on MPSoCs. Other
works have been discarded because they do not present a
similar level of integration or they have used other types of
devices (i.e., radiation-hardened FPGAs). Table 8 gathers the
main features of the selected works and the one presented in
this paper.

Differently to the reference platforms, the proposal
described in this paper is implemented on a Zynq Ultrascale+
device in which the R5 processors are used as the primary
computing engine, working in lock-step mode. Regarding
the OS support, authors in [13] claim their platform is
RTEMS-compatible, but this is not detailed in any specific
implementation. Differently, in our proposal, we have fully
described the porting of RTEMS to the Zynq Ultrascale+
device. Moreover, we have included dynamically scalable
hardware accelerators, which also provide selectable fault
tolerance levels. Generic templates are also provided to ease
the deployment of mission-specific applications.

The proposed platform is also featured with a novel read-
back scrubber that is compatible with DPR. The proposed
scrubber does not require the reconstruction of the golden
copy, as happens in [14] or [23]. Instead, the scrubber selec-
tively accesses the full and different partial golden copies
when it needs to validate areas of the configuration mem-
ory that have been modified using more than one bitstream.
Regarding the performance of the proposed reconfiguration-
aware readback scrubber, the results presented in [22] can be
used as a reference. They have experimentally measured the
time required for detecting and correcting different types of
faults. With around 6.5 times smaller configuration memory,
the time required to detect bit upsets using ECC codes is
7 times smaller than in our work, so performance is roughly
equivalent. Regarding correction, the time needed to cor-
rect frames affected by multiple bit upsets non-reparable by
the SEM-IP is lower in our proposal, even when the repair
mechanism is aware of the current device configuration. This
improved performance includes the overhead in the recovery
mechanism of looking up the required bitstream to fetch
the frame to correct. In the case of CRC error, the full
FPGA memory is verified, which requires approximately
two seconds in both approaches. However, it must be noticed
that equivalent performance is better since the configuration
memory is 6.5 times bigger in our proposal.
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X. CONCLUSIONS AND FUTURE WORK

This paper describes a novel architecture for a reconfig-
urable on-board processor for space applications that aims
to exploit the flexibility and cost benefits provided by
COTS SRAM-based MPSoCs. Dynamic reconfiguration is
used to provide in-flight adaptation and as a fault repair
mechanism. Reconfiguration is offered by the integrated
ARTICO? infrastructure, which provides transparent adapta-
tion of mission-specific hardware accelerators, as well as,
scalable performance and inherent fault tolerance in the
accelerators. A reconfiguration-aware scrubber has also been
included as a global FDIR technique, that can ultimately
guarantee the survival of the platform during the whole mis-
sion time. Besides the hardware setup, the RTEMS real-
time operating system has been integrated to schedule and
coordinate the deterministic execution of all the software
tasks. A portable template is also provided for each task
included in the system, which, together with the ARTICo?
toolchain, makes it easier to integrate and manage mission-
dependent and support tasks. The platform benefits are shown
for a visual-based navigation use-case, in which the platform
reconfiguration is used to adapt the navigation algorithms at
run-time, depending on the operational stage the spacecraft
is. Experimental results show how real-time support allows
adjusting the availability of the platform to the requirements
of the application, having the mission orbit, and the device
manufacture technology as design parameters. The implica-
tions of using the DPR technique have also been quantified,
in terms of internal fragmentation, reconfiguration time, and
repair times.

The future work will focus on providing a theoretical study
on the availability of the logic inside each particular accel-
erator, as well in using the device reconfiguration function
to carry out exhaustive fault-injection campaigns to validate
the models in the practice. More in-depth research will be
carried out on real-time scheduling algorithms to increase the
availability of the platform. In addition, new applications in
the space domain will be integrated in the platform, including
earth observation and communications, among others.
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