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ABSTRACT Considerable interest has been shown in the coexistence between airborne radar and commer-
cial communication systems in recent years. In particular, the integrated radar and communication system
(IRCS) is promising for the airborne platforms like Unmanned Air Vehicles (UAVs). However, due to fast
varying channels caused by high mobility, it is a great challenge for the fusion center to collect detection
informationwithin a given delay threshold through the air-to-ground (A2G) communication. Based on slowly
varying components of the channel, i.e, target spectrum, power spectral densities of the signal dependent
clutters, path loss and shadow fading, this paper considers the problem of power minimization for an
IRCS and a base station (BS) coexisting in the same frequency band. The latency bound, latency violation
probability (LVP), and channel capacity for the A2G communication to the fusion center are considered
based on the effective capacity (EC) theory. The detection performance for radar and the rate requirement
of BS user are also taken into account. The power allocation problem is non-convex and formulated to a
monotonic optimization problem. Afterward, an efficient heuristic scheduling algorithm with acceptable
computational complexity is proposed to solve the formulated problem. Then, the robust power allocation
with channel estimation error is considered. Simulation results demonstrate the effectiveness of the proposed
heuristic algorithm from the perspectives of the total transmit power, EC, and LVP of the IRCS.

INDEX TERMS Integrated radar and communications, conditional mutual information, latency violation
probability, effective capacity.

I. INTRODUCTION
In the past, communications and radar have typically been
developed in isolation. However, with the spectral congestion
concerns caused by the dramatic rise of commercial wireless
communications, considerable interest exists in the coexis-
tence between airborne radar and commercial communica-
tion systems in recent years. In the coexistence situation,
the airborne radar and commercial communications systems
treat one another as interferers, and some knowledge is shared
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between systems in order to effectively mitigate interference
relative to one another [1]–[3].

Moreover, for many platforms, especially airborne ones
like manned combat aircrafts or Unmanned Air Vehicles
(UAVs) [4], and intelligent transportation systems [5], [6],
the payload available for airborne/vehicular communications
and radar is limited. Thus, there is a growing interest of elec-
tromagnetic radio frequency convergence for the operation of
both systems in these platforms, which is named integrated
radar and communication system (IRCS). An IRCS has
advantages in reducing the system size, weight, and power
consumption, and mitigating electromagnetic interference,
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since radar and communication can share the antenna, signal
processing hardware and the frequency band [7]. In an IRCS,
it is crucial to exploit an integrated signal simultaneously per-
forming the radar and communications functions to improve
the spectrum efficiency.

The problem of coexistence of radar and commercial
communication systems has been investigated in the litera-
ture. A cooperative scheme for the spectral coexistence of a
multiple-input-multiple-output (MIMO) communication sys-
tem and a matrix completion based collocatedMIMO radar is
proposed [8]. The radar transmit precoder, the radar subsam-
pling scheme, and the communication transmit covariance
matrix are jointly designed in order to maximize the radar
signal-to-interference-plus-noise ratio (SINR), while guaran-
teeing specified communication rate and power constraints.
A novel power minimization beamforming is proposed in
[9]–[11] to enable the coexistence between MIMO radar and
downlinkmultiusermulti-input single-output communication
system. The multiuser interference is explored to improve the
communication performance and reduce the transmit power
of the radar. The research in [12] states that minimizing
the MMSE (minimum mean square error) in estimating the
target impulse response is equivalent to maximizing the con-
ditional mutual information (MI). In terms of sharing the
same frequency band, multicarrier systems are considered
to be among the best candidates for both radar sensing and
communications applications [13]. Motivated by the recent
interest in multicarrier radar system and the theory of MI,
several multicarrier-based radar power allocation algorithms
in spectral sharing environments are presented [14]–[16]. The
power allocation for radar is designed with the knowledge
provided by the communication systems [14]. It maximizes
the MI with interference constraints that maintain the capac-
ity of the communication channels above a threshold and a
power constraint on the radar. As an extension, three criteria
differ in the way the communication signals scattered off
the target are considered, i.e., as useful energy, as interfer-
ence, or ignored at the radar receiver [15]. Further, based on
the three criteria, the uncertainty of the target spectra bounded
by known upper and lower bounds are considered tominimize
the worst-case radar transmitted power [2]. The situation that
multiple radars coexist with a communication system is stud-
ied in [17]. The problem of non-cooperative game theoretic
power allocation for distributed multiple-radar architectures
in a spectrum sharing environment is constructed.

There has also been considerable work on the power alloca-
tion for an IRCS in the literature. Paul et al. provide a point of
departure for future researchers that will be required to solve
the problem of spectral congestion by presenting the appli-
cations, topologies, levels of system integration, the current
state of the art, and outlines of future systems in [18]. More-
over, a novel joint estimation and information theoretic bound
formulation for a receiver that observes communication and
radar returns in the same frequency is constructed by Bliss
[19] and Chiriyath et al. [20]–[22]. The joint performance
bound is presented in terms of the uplink communication

rate and the estimation rate of the system. An IRCS based
on multicarrier is considered in [23]. The integrated signal
is used for both detection and communication. With a con-
straint on the total power, the optimization problem, which
simultaneously considers the conditional MI for radar and
channel capacity for communications, is devised, and the
analytic solution is derived. The designed integrated signal
outperforms the fixed signal, i.e., equal power allocation, with
lower transmit power. Similarly, the power allocation for the
IRCS is designed to minimize the total radiated power, while
satisfying the specified requirements of target parameter esti-
mation and data information rate [3]. As an extension, a wire-
less powered IRCS is proposed [24]. An energy minimization
problem is formulated subject to constraints on the radar and
communication performances. The energy beamforming and
power allocation are jointly considered to minimize energy
consumption.

Much work has been directed to the performance of the
coexistence of airborne radars and base stations (BSs) from
the perspective of MI and channel capacity [2], [15]. Besides,
the power allocation for the airborne IRCS has been studied
[3], [23]. To the best of our knowledge, these two scenar-
ios are separately studied in the previous works. Therefore,
the coexistence of the airborne IRCS and BS are consid-
ered in this paper, which is extended from the results in
[2], [3], [23]. The detection information obtained by the
airborne platform should be transmitted to the fusion center
by air-to-ground (A2G) communication [25], [26]. As the
target is moving, the detection information is time-sensitive.
Thus, for the communication performance of the airborne
IRCS, except for the channel capacity, the latency require-
ment should also be considered. Besides, latency violation
probability (LVP) characterizes the tail behavior of the ran-
dom latency, which also deserves concern.

In this paper, with the goal to minimize the total transmit
power of the IRCS, the power allocation of the IRCS and
the BS for each subcarrier is cooperatively designed. The
MI requirement for detection and the rate requirement of
the BS user are considered. As for the A2G communica-
tion performance of the IRCS, the latency bound, LVP, and
channel capacity are taken into account. Based on effective
capacity (EC) theory, the A2G communication performance
is achieved with slowly varying channel information, i.e,
target spectrum, power spectral densities (PSDs) of the signal
dependent clutters, path loss and shadow fading, instead of
instantaneous channel information, which handles the chal-
lenge caused by high mobility. The primal power allocation
issue is formulated as a monotonic optimization problem,
and the optimal result can be obtained through the polyblock
outer approximation algorithm in [27]. The computational
complexity of the polyblock outer approximation algorithm
involved in solving the problem is much more manageable
than generic algorithms. However, the complexity is still high
and cannot be guaranteed within polynomial time. Then,
an efficient heuristic scheduling algorithm with computa-
tional complexity ofO (200N log (1/ε0)) is proposed to solve
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themonotonic optimization problem,where ε0 is the error tol-
erance of the bisection search algorithm. Besides, the robust
power allocation with channel estimation error is considered.
Finally, extensive simulation results are provided to verify the
superior performance of the heuristic algorithm.

The remainder of this paper is organized as follows.
Section II introduces the system model. Then, the power
allocation scheme is formulated to a monotonic optimization
problem, and a low-complexity heuristic algorithm is pro-
posed in Section III. Afterwards, simulation results are pre-
sented to confirm the effectiveness of the designed algorithm
in Section IV. Finally, Section V concludes the paper.

II. SYSTEM MODEL
A. SCENARIO
In this section, a coexistence scenario illustrated in Fig. 1
is considered, where a UAV employing the IRCS and a
commercial BS operate with the same carrier frequency. The
IRCS can perform radar and A2G communication functions
simultaneously. In the scenario, the IRCS transmits a signal
to the target and fusion center. It is assumed that the radar
antenna is directional and steered toward the target. The BS
simultaneously transmits the data to BS user by broadcasting
signals throughout the space.Without loss of generality, a sin-
gle UAV and one BS is considered in the scenario. However,
the model and derivations can easily be extended to a dis-
tributed multiple-UAV system. If the IRCS of each UAV uses
different frequencies [28], there is no interference between
the UAVs, and the model in this paper can be applied directly.
Otherwise, the interference between the UAVs [17] can be
used to update the model. Thus, the model can be applied
to the scenario where multiple UAVs employing the IRCS
coexist with a communication system in the same frequency
band, which is similar to the scenarios in [17], [29].

FIGURE 1. Illustration of the system model.

B. CHANNEL MODEL
The received signal at the IRCS contains: the echo radar
signal scattered from the target and clutter, the echo BS signal

scattered from the target and clutter, and the BS signal from
the direct path. Assuming that there are N subcarriers in the
system, the corresponding path losses of the channels for the
nth subcarrier are grtrn , grcrn , gbtrn , gbcrn , and gbrn , which are
modeled as

grtrn = grcrn =
GtGrλ2n
(4π)3d4rt

gbtrn = gbcrn =
GsGrλ2n

(4π)3d2btd
2
rt

gbrn =
G2
sλ

2
n

(4π)2d2br
(1)

whereGt andGr are the main-lobe transmitting and receiving
antenna gain of the IRCS, respectively, and Gs is the antenna
gain of the BS and the side-lobe transmitting/receiving
antenna gain of the IRCS. λn is the wavelength of the nth
subcarrier. drt , dbt , and dbr denote the distances between
the radar and the target, between the BS and the target, and
between the BS and the radar, respectively.

The channel power gain of the radar-target-radar, radar-
clutter-radar, BS-target-radar, and BS-clutter-radar channels
are denoted as hrtrn , hrcrn , hbtrn , and hbcrn , respectively. They are
given by [2], [30], [31]

hrtrn =
∣∣H rtr

n

∣∣2 grtrn
hrcrn = Prcrn grcrn

hbtrn =
∣∣∣Hbtr

n

∣∣∣2 gbtrn
hbcrn = Pbcrn gbcrn , (2)

where
∣∣H rtr

n

∣∣ is the target spectrum for the radar-target-radar
path, and Prcrn denotes the PSDs of the signal-dependent
clutters for the radar-clutter-radar path [1], [2].

∣∣Hbtr
n

∣∣ and
Pbcrn have similar meanings. Thus, the SINR of the radar
signal is

0rn =
prnh

rtr
n

prnhrcrn + pBSn
(
hbtrn + hbcrn + gbrn

)
+ δ2n

, (3)

where prn and p
BS
n are the transmit power of the IRCS and BS

for the nth subcarrier, respectively, and δ2n is the power of the
additive white Gaussian noise.

The conditional MI enables one to evaluate the estimation
accuracy of the extended target impulse response, which can
be utilized as an appropriate metric for radar target character-
ization. Previously, the analytical expression of conditional
MI has already been derived in [23]. Thus, the conditioned
MI for the IRCS can be written as [2], [12], [23]

MI =
B
2

N−1∑
n=0

ln
(
1+ 0rn

)
, (4)

where B is the bandwidth of each subcarrier.
Similarly, the received signal at the fusion center contains:

the radar signal from the direct path, the echo radar signal
scattered from the target and clutter, the echo BS signal
scattered from the target and clutter, and the BS signal from
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the direct path. The corresponding path losses of the channels
for the nth subcarrier are grfn ,g

rtf
n ,grcfn , gbtfn , gbcfn , and gbfn ,

which are denoted as

grfn =
G2
sλ

2
n

(4π)2d2rf
,

grtfn = grcfn =
GtGsλ2n

(4π)3d2rtd
2
ft

,

gbtfn = gbcfn =
G2
sλ

2
n

(4π)3d2btd
2
ft

,

gbfn =
G2
sλ

2
n

(4π)2d2bf
, (5)

where drf , dft , and dbf denote the distances between the radar
and the fusion center, between the fusion center and the target,
and between the BS and the fusion center, respectively. As
the fusion center is on the ground, the shadow fading and
small-scale fading are taken into account when the latency
boundary and LVP requirements the A2G communication are
considered. The corresponding channel power gain are

hrfn = grfn β
rf
n α

rf
n = γ

rf
n α

rf
n

hrtfn =
∣∣∣H rtf

n

∣∣∣2 grtfn βrtfn αrtfn = γ
rtf
n αrtfn

hrcfn = Prcfn grcfn βrcfn αrcfn = γ
rcf
n αrcfn

hbtfn =
∣∣∣Hbtf

n

∣∣∣2 gbtfn βbtfn αbtfn = γ
btf
n αbtfn

hbcfn = Pbcfn gbcfn βbcfn αbcfn = γ
bcf
n αbcfn

hbfn = gbfn β
bf
n α

bf
n = γ

bf
n α

bf
n , (6)

where βrfn and αrfn account for the corresponding shadow fad-
ing and small- scale fading, respectively. βrtfn , αrtfn , βrcfn , αrcfn ,

β
btf
n , αbtfn , βbcfn , αbcfn , βbfn , and αbfn have similar meanings.∣∣∣H rtf
n

∣∣∣ is the target spectrum for the radar-target-fusion center

path. Prcfn denotes the PSDs of the signal-dependent clutters
for the radar-clutter-fusion center path.

∣∣∣Hbtf
n

∣∣∣ and Pbcfn have
similar meanings. Thus, the SINR of the fusion center can be
given by

0fn =
prn
(
hrfn + h

rtf
n + h

rcf
n

)
pBSn

(
hbfn + h

btf
n + h

bcf
n

)
+ δ2n

. (7)

As mentioned in [32], [33], the latency for the nth sub-
carrier can be characterized statistically by employing the
quality-of-service exponent θn, n = 1, . . . ,N . Actually, from
the EC theory, the EC of the nth subcarrier, denoted by
ECn (θn), represents the maximum supportable arrival data
rate for guaranteeing the latency characterized by θn [32], and
is given by

ECn (θn) = −
1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

)}
. (8)

If the arrival data rate of the nth subcarrier, given by λn,0,
is equal to the EC, i.e., λn,0 = ECn (θn), the LVP of the nth

subcarrier is given by [32]

Pn {dn ≥ dmax} ≈ p
(
λn,0

)
e−θnλn,0dmax , (9)

where dmax is the latency bound, p
(
λn,0

)
is the probability

that the buffer of the nth subcarrier is nonempty in the steady
state, which can be approximated by [33], [34]

p
(
λn,0

)
≈

λn,0

E
{
B ln

(
1+ 0fn

)} < 1. (10)

In this sense, θn provides the exponential decaying rate of the
probability that the threshold dmax is exceeded.

As for the BS user, the downlink communication rate is
considered. The received signal at the BS user contains: the
BS signal, the echo BS signal scattered from the target and
clutter, the echo radar signal scattered from the target and
clutter, and the radar signal from the direct path. It is assumed
that the echo BS signal scattered from the target and clutter
is much weaker than that coming through the direct path, and
can be ignored for simplicity. The corresponding path losses
of the channels for the nth subcarrier are gbun , grtun , grcun and
grun , which are written as

gbun =
G2
sλ

2
n

(4π)2d2bu
,

grtun = grcun =
GtGsλ2n

(4π)3d2rtd
2
tu
,

grun =
G2
sλ

2
n

(4π)2d2ru
, (11)

where dbu, dtu, and dru denote the distance between the BS
and the BS user, between the target and the BS user, and
between the radar and the BS user, respectively. Assuming
that dbt � dbu and dbr � dbu, it can be obtained that
dtu ≈ dbt , dru ≈ dbr , and grun ≈ gbrn . These approxima-
tions are used in the simulations. Since the BS user focuses
most on transmission capacity, the small-scale fading is not
considered for simplification. The channel power gains of the
corresponding channels are given by

hbun = gbun β
bu
n

hrtun =
∣∣H rtu

n

∣∣2 grtun βrtun
hrcun = Prcun grcun βrcun

hrun = grun β
ru
n , (12)

where βbun , βrtun , βrcun , and βrun account for the corresponding
shadow fading,

∣∣H rtu
n

∣∣ is the target spectrum for the radar-
target-BS user path, and Prcun denotes the PSDs of the signal-
dependent clutters for the radar-clutter-BS user path. Then,
the capacity of the BS user on the nth subcarrier is given by
B ln

(
1+ 0BSn

)
, where 0BSn is the SINR of the nth subcarrier,

and can be written as

0BSn =
pBSn hbun

prn
(
hrtun + hrcun + hrun

)
+ δ2n

. (13)
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In the system, time is divided into slots with length T , and L
continuous slots form a block. The target spectrum, PSDs of
the signal dependent clutters, path loss and shadow fading
of all channels are assumed to remain constant during the
period of a block since the locations of IRCS, target, and BS
user do not change too much. However, considering the high
mobility of the IRCS and the target, the small-scale fading
components are assumed to be constant during a slot but vary
independently from one slot to another.

As the clutter is stable, it is assumed that the clutter
responses hrcrn and hbcrn can be formed by the radar receiver
through previous received signals before the target appears
[3], [30]. Similarly, γ rcfn and γ bcfn can be obtained by the
fusion center, and hrcun can be obtained by the BS user. After
the target is detected, the radar transmits a reference signal
A, and this is used by the radar to estimate hrtrn , used by the
fusion center to observe γ rfn and γ rtfn , and used by the BS user
to obtain hrtun and hrun . The BS transmits a reference signal
B, and this is used by the radar to estimate hbtrn , used by the
fusion center to observe γ bfn and γ btfn , and used by the BS
user to obtain hbun [2], [8], [29]. Moreover, given the location
of the IRCS and BS, the fusion center can be aware of the
path loss gbrn .

The channel information hbun , hrtun , hrcun , and hrun are sent
to the BS by the BS user. Then, the IRCS and BS send
all channel information to the fusion center. With channel
information feedback once per block, the fusion center can be
aware of all channels’ slowly varying components, i.e, target
spectrum, PSDs of the signal dependent clutters, path loss and
shadow fading. The statistical characterizations of the small-
scale components are known by the fusion center while the
exact values of the small-scale fading components during a
slot are unknown. Depending on the conditions of the obsta-
cles, the A2G channel has LoS (line-of-sight) or NLoS (non-
line-of-sight) characteristics [35], [36]. In this paper, NLoS
characteristics, i.e., ergodic Rayleigh small-scale fading, are
assumed for the channels to the fusion center. It is assumed
that αrfn , αrtfn , αrcfn , αbtfn , αbcfn , and αbfn are independent and
exponentially distributed with unit mean for all subcarriers.
When part of the A2G channels have LoS characteristics,
i.e., Rice small-scale fading, a numerical solution can be
applied to obtain FZ (Z ) in (61) instead of an analytical
solution. The analysis of other parts in this paper stays the
same. The shadow fading is a log-normal random variable
with a standard deviation ξ . With the channel information
collected, the fusion center jointly computes optimal power
allocation schemes for both systems and sends each scheme
back to the corresponding system [8].

III. ADAPTIVE POWER ALLOCATION ALGORITHM
A. OPTIMAL POWER ALLOCATION ALGORITHM
The aim of our paper is to design the power allocation algo-
rithm for the IRCS and BS to minimize the total transmit
power of the IRCS. Considering the predetermined require-
ments of conditional MI, EC, latency bound, LVP, and BS

user data rate, the optimization problem can be formulated
as

(P1) : min
prn,pBSn ,λn,0,θn

N−1∑
n=0

prn (14a)

B ln
(
1+ 0BSn

)
≥ C0

n (14b)

B
2

N−1∑
n=0

ln
(
1+ 0rn

)
≥ φ0MI (14c)

−
1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

)}
= λn,0 (14d)

λn,0

E
{
B ln

(
1+ 0fn

)}e−θnλn,0dmax ≤ p0 (14e)

N−1∑
n=0

λn,0 = λ0 (14f)

0 ≤ prn ≤ p
r
n,max (14g)

0 ≤ pBSn ≤ p
BS
n,max (14h)

θn > 0, (14i)

where C0
n is the minimum required data rate for the downlink

BS user on the nth subcarrier, and φ0MI denotes the specified
MI threshold for target characterization performance. λn,0
and λ0 represent the EC on the nth subcarrier and the total
EC, respectively. dmax is the latency bound, and p0 represents
the LVP requirement, which are predefined. prn,max and p

BS
n,max

are the maximum transmit power of the IRCS and BS on the
nth subcarrier, respectively. For simplicity, define

f1,n
(
prn, p

BS
n

)
= ln

(
1+ 0BSn

)
,

f2,n
(
prn, p

BS
n

)
= ln

(
1+ 0rn

)
,

f3,n
(
prn, p

BS
n , θn

)
= −

1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

)}
,

f4,n
(
prn, p

BS
n , θn, λn,0

)
=

λn,0

E
{
B ln

(
1+ 0fn

)}e−θnλn,0dmax ,

Cn = C0
n/B, φMI = 2φ0MI/B. (15)

However, problem P1 is non-convex and it is difficult to
obtain the optimal result. The following lemma is presented,
proven in Appendix A, as a preliminary to simplify prob-
lem P1.
Lemma 1:When λn,0 is fixed, θn increases with an increase

in 0fn , and f4,n
(
prn, p

BS
n , λn,0, θn

)
decreases with an increase

in 0fn .
Following Lemma 1, one property of the optimal solution

to the problem P1 is further presented in what follows by
Theorem 1, proven in Appendix B.
Theorem 1: If the problem P1 is feasible, the optimal

solution to the problem P1 satisfies the constraint (14b) with
equality.
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According to Theorem 1, the variable pBSn in the problem
P1 can be replaced with a function of prn, given by

pBSn = anprn + bn,

an =

(
eCn − 1

) (
hrtun + h

rcu
n + h

ru
n
)

hbun ,

bn =

(
eCn − 1

)
δn

2

hbun
. (16)

Equation (16) is derived from the constraint (14b) satisfied
with equality. The maximum value of prn is constrained with

prn =
pBSn − bn

an
≤
pBSn,max − bn

an
. (17)

Based on Lemma 1 and Theorem 1, the monotonicity of
f4,n

(
prn, p

BS
n , λn,0, θn

)
is provided in the following lemma,

proven in Appendix C.
Lemma 2: When λn,0 is fixed, f4,n

(
prn, p

BS
n , λn,0, θn

)
decreases with an increase in prn. When prn is fixed,
f4,n

(
prn, p

BS
n , λn,0, θn

)
increases with an increase in λn,0.

From the proof for Lemma 2, it is known that for a given
transmit power prn during one block, there exists a maximum
EC during the block, denoted by λmax

n,0 , that satisfies (14d)
and (14e) with equality. λmax

n,0 can be obtained as follows.
Considering that constraint (14e) is satisfied with equality,
θn can be expressed in terms of λmax

n,0

θn = −
1

λmax
n,0 dmax

ln

{
p0
λmax
n,0

E
{
B ln

(
1+ 0fn

)}}

= −
1

λmax
n,0 dmax

ln

{
p0B
λmax
n,0

E {ln (1+ Z )}

}
, (18)

where

Z =
aX1 + bX2 + cX3

dX4 + kX5 + mX6 + 1
,

a =
prnγ

rf
n

δn2
, b =

prnγ
rtf
n

δn2
,

c =
prnγ

rcf
n

δn2
, d =

pBSn γ
btf
n

δn2
,

k =
pBSn γ

bcf
n

δn2
, m =

pBSn γ
bf
n

δn2
,

X1 = αrfn , X2 = αrtfn , X3 = α
rcf
n ,

X4 = αbtfn , X5 = αbcfn , X6 = αbfn . (19)

E {ln (1+ Z )} is the ergodic capacity of the nth subcar-
rier, which can be obtained from Appendix D. Besides,
f3,n

(
prn, p

BS
n , θn

)
can be expressed as

f3,n
(
prn, p

BS
n , θn

)
= −

1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

(
prn,p

BS
n
))}

= −
1
θnT

lnE
{
(1+ Z )−θnTB

}

= −
1
θnT

ln
[∫
∞

0
(1+ Z )−θnTBfz (z) dz

]
= −

1
θnT

ln
[
θnTB

∫
∞

0

FZ (Z )

(1+ Z )θnTB+1
dz

]
, (20)

where FZ (Z ) can be obtained from (61) in Appendix D.
Moreover, the upper and lower bounds of λmax

n,0 can be
obtained. As θn > 0, according to (18), it follows that

λmax
n,0 > p0BE {ln (1+ Z )} . (21)

When θn = 0, which means that the delay threshold is infi-
nite, the EC is the same as the ergodic capacity [33], given by
BE {ln (1+ Z )}. Considering that the EC is a monotonically
decreasing function of θn [33], the range of EC can be given
by

p0BE {ln (1+ Z )} < λmax
n,0 < BE {ln (1+ Z )} . (22)

Although there is no closed-form expression of the
f3,n

(
prn, p

BS
n , θn

)
, for a given prn, when combining (18)

and (20), and considering the constraint (14d), i.e., f3,n(
prn, p

BS
n , θn

)
= λmax

n,0 , the bisection search algorithm over the
interval in (22) can be applied to obtain λmax

n,0 . Similarly, from
Lemma 2, it can be obtained that when λn,0 is given, there
exists a minimum value of prn, denoted by p

r
n,min, that satisfies

constraints (14d) and (14e) with equality. The calculation of
prn,min is similar to that of λmax

n,0 . In this paper, prn,min is denoted

as prn,min = f5,n
(
λn,0

)
. Similarly, λmax

n,0 can be written as

λmax
n,0 = f6,n

(
prn
)
. Besides, f6,n

(
prn
)
increases with prn, which

is proven in Appendix E.
Following from this observation, one property of the opti-

mal solution to the problem P1 is presented in what follows
by Theorem 2, proven in Appendix F.
Theorem 2: If the problem P1 is feasible, the constraints

(14d), (14e), and (14f) can be replaced by

N−1∑
n=0

f6,n
(
prn
)
≥ λ0. (23)

According to (16), pBSn is determined by prn, thus,
f2,n

(
prn, p

BS
n
)
can be rewritten as f2,n

(
prn
)
. The problem

P1 can be equivalently simplified to

(P2) : min
prn

N−1∑
n=0

prn (24a)

N−1∑
n=0

f2,n
(
prn
)
≥ φMI (24b)

N−1∑
n=0

f6,n
(
prn
)
≥ λ0 (24c)

0 ≤ prn ≤ p
r ′
n,max, (24d)

where pr
′

n,max = min
{
prn,max,

pBSn,max−bn
an

}
, which is obtained

by (14g) and (17). Besides, (14h) is guaranteed by (24d) when
considering the relationship between pBSn and prn in (16).
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The increasing nature of the conditional MI with respect
to prn, and the decreasing nature of the second derivative of the
conditional MI with respect to prn are proven in Appendix G.
Thus, the conditional MI, i.e., f2,n

(
prn
)
, is increasing and

concave with respect to prn. The maximum EC, i.e., f6,n
(
prn
)
,

increases with prn, as proven in Appendix E. However,
the concavity of f6,n

(
prn
)
is difficult to derive. According

to [27], problem P2 is a monotonic minimization problem
and can be easily transformed to a monotonic maximization
problem P3 as follows:

(P3) : max
prn

N−1∑
n=0

(
prn − p

r ′
n,max

)
(25a)

φMI −

N−1∑
n=0

f2,n
(
pr
′

n,max − p
r
n

)
≤ 0 (25b)

λ0 −

N−1∑
n=0

f6,n
(
pr
′

n,max − p
r
n

)
≤ 0 (25c)

0 ≤ prn ≤ p
r ′
n,max, (25d)

If problem P3 is feasible, the optimal result, given by
pr∗n , can be obtained through the polyblock outer approxi-
mation algorithm in [27]. By exploiting the special structure
of the monotonic optimization problems, the computational
complexity of the polyblock outer approximation algorithm
involved in solving the problems is much more manageable
than generic algorithms. However, the complexity is still
high and can not be guaranteed within polynomial time [27].
Moreover, the optimal result can be classified as three cases.

Case 1:
N−1∑
n=0

f6,n
(
prn
)
= λ0, and

N−1∑
n=0

f2,n
(
pr∗n
)
= φMI .

Case 2:
N−1∑
n=0

f6,n
(
prn
)
= λ0, and

N−1∑
n=0

f2,n
(
pr∗n
)
> φMI .

Case 3:
N−1∑
n=0

f6,n
(
prn
)
> λ0, and

N−1∑
n=0

f2,n
(
pr∗n
)
= φMI .

Considering that f2,n
(
prn
)
and f6,n

(
prn
)
are monotonically

increasing functions of prn, the result that EC and MI are
both over guaranteed does not exist. In Case 1, both the
EC and MI are guaranteed with equality. In Case 2, MI is
over guaranteed. In Case 3, EC is over guaranteed. From the
above analysis, it is known that the communication perfor-
mance for the fusion center and the detection performance
are either or both guaranteed with minimum requirements.

Next, a special situation is considered, and a heuristic
algorithm with low complexity is proposed to obtain the sub-
optimal result based on the special situation. Assuming that
the EC on each subcarrier, i.e., λn,0, is given, the minimum

power needed to satisfy λn,0 is p
r
n,min = f5,n

(
λn,0

)
. It follows

that
N−1∑
n=0

f6,n
(
prn,min

)
= λ0. (26)

Considering that f6,n
(
prn
)
is a monotonically increasing

function of prn, as proven in Appendix E, the problem P2 can

be equivalently simplified to

(P4) :min
prn

N−1∑
n=0

prn (27a)

N−1∑
n=0

f2,n
(
prn
)
≥ φMI (27b)

prmin ≤ pr ≤ pr
′

max, (27c)

where prmin and p
r ′
max are the sets of p

r
n,min and p

r ′
n,max, respec-

tively. The objective function is affine, the MI constraint
(27b) is concave, and the power constraint (27c) is convex.
Therefore, the optimization problem P4 is convex and it is
solvable under Karush-Kuhn-Tucker (KKT) conditions [23].
The method of Lagrange Multipliers is used to solve the
problem P4, which is given by

L
(
prn, µ, η, ε

)
=

N−1∑
n=0

prn + µ

(
φMI −

N−1∑
n=0

f2,n
(
prn
))

+ η
(
prmin − p

r)
+ ε

(
pr − pr

′

max

)
, (28)

where µ ≥ 0, η ≥ 0, and ε ≥ 0 are the Lagrange multipliers
for different constraints. The KKT conditions are given by

∂L
(
prn, µ, η, ε

)
∂prn

= 1− µ∗f ′2,n
(
pr∗n
)
− η∗n + ε

∗
n = 0 (29a)

η∗
(
prmin − p

r∗)
= 0 (29b)

ε∗
(
pr − pr

′

max

)
= 0 (29c)

µ∗

(
φMI −

N−1∑
n=0

f2,n
(
pr∗n
))
= 0 (29d)

prn,min ≤ p
r
n ≤ p

r ′
n,max (29e)

µ∗ ≥ 0, η∗ ≥ 0, ε∗ ≥ 0. (29f)

It is apparent from (29a), (29b), and (29c) that the optimal
result can be separately investigated for three possibilities
regarding the optimal allocated power on each subcarrier,
i.e., prn,min < prn < pr

′

n,max, p
r
n = prn,min, and p

r
n = pr

′

n,max.
If prn,min < prn < pr

′

n,max, then η
∗
n = 0, ε∗n = 0, and it

follows that

f ′2,n
(
pr∗n
)
=

1
µ∗
,

1

f ′2,n
(
prn,min

) < µ∗ <
1

f ′2,n
(
prn,max

) . (30)

If prn = prn,min, then η
∗
n > 0, ε∗n = 0, and it can be derived

that

µ∗ ≤
1

f ′2,n
(
prn,min

) . (31)

If prn = pr
′

n,max, then η
∗
n = 0, ε∗n > 0, and it can be obtained

that

µ∗ ≥
1

f ′2,n
(
prn,max

) . (32)
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Then, the optimal solution can be given by

pr∗n =



prn,min, µ
∗
≤

1

f ′2,n
(
prn,min

)
prn

(
1
µ∗

)
,

1

f ′2,n
(
prn,min

) < µ∗ <
1

f ′2,n
(
prn,max

)
pr
′

n,max, µ
∗
≥

1

f ′2,n
(
prn,max

) .
(33)

where prn
(

1
µ∗

)
can be obtained by (71) in Appendix G.

Besides, µ∗ should satisfy

N−1∑
n=0

f2,n
(
pr∗n
)
≥ φMI . (34)

The positive µ∗ can be achieved by a simple bisection
search over the interval 0 < µ∗ ≤ min

n
1

f ′2,n
(
prn,max

) . In the

bisection search, (34) is used to verify whether µ∗ is suitable
for the solution. By now, the problem P4 has been solved with
optimal result pr∗n .

From the analysis above, it is shown that when the EC
on each subcarrier is given, the optimal solution of problem
P4 can be obtained. Thus, a heuristic algorithm is proposed
to find out a suitable distribution of EC on each subcarrier.
The pseudo code of the Heuristic Algorithm is presented in
Algorithm 1. In the algorithm, parameter ρ is introduced to
indicate the effect of conditional MI on the schedule result. If
ρ = 0, it indicates that the EC distributed to the nth subcarrier
is in proportion to the maximum EC of the nth subcarrier,
i.e., f6,n

(
prn,max

)
.

As the bisection search obtains prn,min, λ
max
n,0 , and solves

problem P4 with complexity O (log (1/ε0)), the overall com-
plexity of the heuristic algorithm is O (200N log (1/ε0)),
where ε0 is the error tolerance of the bisection search, which
is set as ε0 = 10−6 in the simulations.

B. POWER ALLOCATION ALGORITHM WITH CHANNEL
ESTIMATION ERROR
In Section III-A, the precise information of the slowly vary-
ing components of the channels is needed for the power
allocation. However, the perfect knowledge of the channels
is usually unavailable. The channel estimation error can be
modeled as an additive white complex Gaussian random
variable with a variance σ 2

e with the conventional channel
estimation methods, such as MMSE. However, the EC is
difficult to derive when considering this model. Fortunately,
the estimated channel power gain can also be assumed to
lie between upper and lower bounds, which can be obtained
through propagation modeling [2], [37], [38]. Note that a
larger difference between the upper and lower bounds indi-
cates greater uncertainty [37]. As an example, the upper and
lower bounds of the channel power gain of the radar-target-
radar channel are expressed as hrtrn and hrtrn , respectively. The
lower bound of the SINR of the radar signal in equation (3)

Algorithm 1 Heuristic Algorithm
Initialization:

Obtain the channel power gain, pr
′

max, f6,n
(
pr
′

n,max

)
, and

φ0MI ;
Set ρ = 0;

Iteration:

1: while (0 ≤ ρ ≤ 1) do
2: Set prmin = 0 and φMI = 2ρφ0MI/B.
3: Obtain the optimal result of problem P4 with param-

eters prmin, φMI and p
r ′
max, given as prn;

4: Obtain the available EC, i.e., f6,n
(
prn
)
, with prn >

0, n ∈ N ′;
5: Allocate the residual EC to the subcarrier with prn = 0

according to f6,n
(
pr
′

n,max

)
,

λn,0 =
f6,n

(
pr
′

n,max

)
∑

n∈N/N ′
f6,n

(
pr ′n,max

)
(
λ0 −

∑
n∈N ′

f6,n
(
prn
))

,

n ∈ N/N ′;
6: Obtain the minimum power needed for the EC on

subcarrier n, n ∈ N/N ′,
prn,min = f5,n

(
λn,0

)
, n ∈ N/N ′;

7: Update the power on each subcarrier,
prn,min = prn,min + p

r
n;

8: Set φMI = 2φ0MI/B and obtain the optimal result of
problem P4 with parameters prn,min, φMI and p

r ′
max;

9: ρ = ρ + 0.01;
10: end while

11: Obtain the minimum
N−1∑
n=0

prn.

can be obtained

0rn =
prnh

rtr
n

prnhrcrn + pBSn
(
hbtrn + hbcrn + gbrn

)
+ δ2n

. (35)

The lower bound of the SINR of the fusion center and BS
user can be derived in the same way, which are denoted as 0fn
and 0BSn , respectively.

0fn =
prn
(
γ
rf
n α

rf
n + γ

rtf
n α

rtf
n + γ

rcf
n α

rcf
n

)
pBSn

(
γ
btf
n α

btf
n + γ

bcf
n α

bcf
n + γ

bf
n α

bf
n

)
+ δ2n

, (36)

0BSn =
pBSn hbun

prn
(
hrtun + hrcun + hrun

)
+ δ2n

. (37)

As described in [37], the robust power allocation is the opti-
mal power allocation for the worst-case channel power gain.
Substituting 0rn, 0

f
n , and 0BSn into the constraints in problem

P1, a robust power allocation can be obtained with themethod
in Section III-A. For simplicity, a ratio δ is defined, and the
upper and lower bounds in equations (35)-(37) are related
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TABLE 1. Simulation parameters.

with δ, which are given by

hrtrn = (1− 0.5δ)hrtrn ,

hrcrn = (1+ 0.5δ)hrcrn ,

hbtrn = (1+ 0.5δ)hbtrn ,

hbcrn = (1+ 0.5δ)hbcrn ,

gbrn = (1+ 0.5δ)gbrn . (38)

γ rfn = (1− 0.5δ)γ rfn ,

γ rtfn = (1− 0.5δ)γ rtfn ,

γ rcfn = (1− 0.5δ)γ rcfn ,

γ
btf
n = (1+ 0.5δ)γ btfn ,

γ
bcf
n = (1+ 0.5δ)γ bcfn ,

γ
bf
n = (1+ 0.5δ)γ bfn . (39)

hbun = (1− 0.5δ)hbun ,

hrtun = (1+ 0.5δ)hrtun ,

hrcun = (1+ 0.5δ)hrcun ,

hrun = (1+ 0.5δ)hrun . (40)

When δ = 0, it means that the precise channel informa-
tion is available. Besides, a larger δ indicates a greater gap
between the upper and lower bounds.

IV. SIMULATION
This section first provides numerical results to show the upper
and lower bounds of the EC. Then, the power allocation
results and the power-saving performance of the proposed
heuristic algorithm are demonstrated, and compared with
the theoretical result. In all the simulations, the extended
target is considered, the carrier frequency of the IRCS is
3 GHz, and the bandwidth of each subcarrier is 4 MHz,
i.e., B = 4 MHz. Other simulation parameters are shown
in Table 1. As previously mentioned, to solve the resulting
optimization problem (P1), it is assumed that the fusion center
knows the slowly varying components of the channels by
sensing and feedback [2], [3], [8], [29], [30]. Thus, the slowly
varying components of the target channels, clutters channels
and direct paths are illustrated in Fig. 2, Fig. 3, and Fig. 4.
When the transmit power is determined, the SINRs of the
radar signal in (3) and BS user in (13) can be obtained.
For comparison, one benchmark is applied. In this method,
the total EC is equally allocated to different subcarriers,
i.e., λn,0 = λ0/N , which is named as EQ. With the given

FIGURE 2. The slowly varying components of the target channels: a) hrtr
n ;

b)hbtr
n ; c)hrtu

n ; d)γ rtf
n ; e)γ btf

n .

FIGURE 3. The slowly varying components of the clutter channels: a) hrcr
n ;

b)hbcr
n ; c)hrcu

n ; d)γ rcf
n ; e)γ bcf

n .

FIGURE 4. The slowly varying components of the direct paths: a) γ rf
n ;

b)γ bf
n ; c)hbu

n ; d)hru
n .

λn,0, the optimal result of problem P4 stands for the power
allocation scheme of the benchmark. The complexity of the
benchmark isO (N log (1/ε0)), where ε0 is the error tolerance
of the bisection search in problem P4.

A. THE UPPER AND LOWER BOUNDS OF THE EC
The effects of LVP and transmit power to the maximum
EC are illustrated in Fig. 5. It is shown that the maximum
EC monofonically increases with an increase in transmitted
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FIGURE 5. The maximum EC with varying transmit power.

power, which is proven in Appendix E, and the tendency is
similar to the upper bound, i.e., ergodic capacity. With a
smaller LVP, the requirement on the EC is more stringent,
which results in a smaller maximum EC, as demonstrated
in the simulation. Moreover, the maximum EC is always
between the upper bound and lower bound, which is consis-
tent with our analysis.

B. PERFORMANCE OF POWER ALLOCATION
Fig. 6 compares the power allocation results of the theoretical
solution, heuristic algorithm, and EQ. The rate requirement
of the BS user is C0

n = B nats/s, the minimum MI required
is φ0MI = 7.5B nats/s, and the minimum EC required is
λ0 = 2NB nats/s. Besides, the LVP should be no more than
p0 = 10−3 with the latency bounded by dmax = 1 ms.
The theoretical solution, heuristic algorithm, and EQ only
concentrate the transmit power on a small fraction of the
channels. Moreover, the LVPs of the theoretical solution and
heuristic algorithm are very close to p0 = 10−3, which
indicates that the maximum EC of the two methods are close
to the requirement. On the contrary, the LVP of the EQ is
over guaranteed for some subcarriers, resulting in a waste of
power.When compared with the theoretical solution, the total
power of heuristic algorithm and EQ increase by about 2.48%
and 10.81%, respectively.

Fig. 7 shows the total transmit power versus the EC under
different MI requirements. Considering the optimal solution
when φ0MI = 5B nats/s, the EC and conditional MI are
satisfied with equality when 0.3NB ≤ λ0 ≤ 2.3NB nats/s,
MI is over guaranteed with λ0 > 2.3NB nats/s, and EC is
over satisfied when λ0 ≤ 0.2NB nats/s, corresponding to
the Case 1, 2, and 3 of the optimal solution, respectively.
The results of the heuristic algorithm and the optimal result
are close when considering the total transmit power, maxi-
mum EC, and maximum MI. However, the EC of the EQ
algorithm is always over guaranteed, which results in the
degradation of performance. When φ0MI = 5B nats/s, with the
EC from 0.4NB to 1.6NB nats/s, the total transmit power of
the heuristic algorithm and EQ increase by about 2.42% and

FIGURE 6. The power allocation result. (a) The theoretical solution.
(b) The proposed algorithm. (c) The EQ algorithm.

14.03% when compared with the optimal solution. Similarly,
the gaps are about 2.19% and 12.53% when φ0MI = 9B
nats/s. Fig. 8 demonstrates the similar results. From these
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FIGURE 7. The power allocation result with varying total EC. (a) Total
transmit power. (b) Maximum EC. (c) Maximum MI.

simulations, the proper requirements of EC and MI can be
obtained to satisfy constraints (24b) and (24c) with equality,
which can maximize the efficiency of the transmit power.

FIGURE 8. The power allocation result with varying conditional MI.
(a) Total transmit power. (b) Maximum EC. (c) Maximum MI.

By varying the latency bound dmax of the A2G commu-
nication, Fig. 9 demonstrates the total transmit power for
different LVP requirements. TheMI and EC requirements are
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FIGURE 9. The power allocation result with varying latency bounds.
(a) Total transmit power. (b) Maximum EC. (c) Maximum MI.

the same as the ones in Fig. 6. With increased dmax or p0,
the same EC can be achieved with smaller prn, thus, the total
transmit power decreases with an increase in dmax and p0.

FIGURE 10. The power allocation result with channel estimation error.

When dmax or p0 is small, the power needed to guarantee the
LVP is quite large, and the MI requirement is over satisfied,
which is the Case 2. The transmit power is determined by both
the MI and EC requirements when dmax is large, which is the
Case 1.

The effects of channel estimation error are illustrated
in Fig. 10. The minimum required MI is φ0MI = 9B nats/s,
and the range of EC is 0.1NB ≤ λ0 ≤ 2.5NB nats/s.
Other parameters are the same as the ones in Fig. 6. The
ratio δ in equations (38)-(40) is set as 0, 0.1, and 0.2 in
the simulation. Compared with the situation that δ = 0,
the total transmit power of the theoretical solution increases
by about 5.39% when δ = 0.1 and about 11.85% when
δ = 0.2, respectively. The proposed algorithm has a similar
tendency. Moreover, considering the theoretical solution with
λ0 = 2.5NB nats/s, the total transmit power only increases by
about 3.78% when δ = 0.1 and about 5.94% when δ = 0.2,
respectively. This indicates that the system is less sensitive
to the channel estimation error when the EC requirement is
larger.

V. CONCLUSION
In this paper, the problem of power minimization based
IRCS power allocation for spectrum sharing with the BS was
studied. The detection performance for radar, the LVP for
the A2G communication to the fusion center, and the rate
requirement of BS user were considered, where the LVP was
expressed by the EC theory. Firstly, the optimal power allo-
cation scheme was designed for minimizing the consumed
energy. Then, the problem was simplified to concise form,
and a low-complexity heuristic algorithm was proposed to
obtain the sub-optimal result. Besides, the effect of channel
estimation error is considered in the robust power allocation
algorithm. Finally, the effectiveness of the heuristic algorithm
was demonstrated by the numerical results. In the future,
a multiple-antenna system may be taken into consideration,
and the transmit beamforming and power allocation be jointly
optimized.
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APPENDIX A
PROOF OF LEMMA 1
Assuming that 0fn

(
pr
′

n , p
BS ′
n

)
> 0

f
n
(
prn, p

BS
n
)
, it is not diffi-

cult to obtain

E
{
ln
(
1+0fn

(
pr
′

n , p
BS ′
n

))}
>E

{
ln
(
1+0fn

(
prn, p

BS
n

))}
(41)

and

−
1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

(
pr
′

n ,p
BS′
n

))}
> −

1
θnT

lnE
{
e
−θnTB ln

(
1+0fn

(
prn,p

BS
n
))}
= λn,0. (42)

As the EC function f3,n
(
prn, p

BS
n , θn

)
is monotonically

decreasing with θn [33], to guarantee

−
1
θ ′nT

lnE
{
e
−θ ′nTB ln

(
1+0fn

(
pr
′

n ,p
BS′
n

))}
= λn,0, (43)

θ ′n > θn must be satisfied. When jointly considering (41) and
θ ′n > θn, it can be obtained that

λn,0

E
{
B ln

(
1+ 0fn

(
pr ′n , pBS

′

n
))}e−θ ′nλn,0dmax

<
λn,0

E
{
B ln

(
1+ 0fn

(
prn, pBSn

))}e−θnλn,0dmax . (44)

APPENDIX B
PROOF OF THEOREM 1
Assuming that

(
pr∗n , p

BS∗
n , θ∗n , λ

∗

n,0

)
is the optimal solution,

and f1,n
(
pr∗n , p

BS∗
n
)
> Cn, Cn = C0

n/B. When the optimal
transmit power of the BS is slightly decreased to pBS

′

n =

µ1pBS∗n , 0 < µ1 < 1, the µ1 that satisfies f1,n
(
pr∗n , p

BS ′
n

)
=

Cn can be obtained. It follows that

0rn

(
pr∗n , p

BS ′
n

)
> 0rn

(
pr∗n , p

BS∗
n

)
,

0fn

(
pr∗n , p

BS ′
n

)
> 0fn

(
pr∗n , p

BS∗
n

)
. (45)

Assuming that pr
′

n = µ2pr∗n , 0 < µ2 < 1, and pr
′′

n =

µ3pr∗n , 0 < µ3 < 1, there exist µ2 and µ3 that satisfy

0rn

(
pr
′

n , p
BS ′
n

)
= 0rn

(
pr∗n , p

BS∗
n

)
,

0fn

(
pr
′′

n , p
BS ′
n

)
= 0fn

(
pr∗n , p

BS∗
n

)
. (46)

Set pr
′′′

n = max
{
pr
′′

n , p
r ′′
n

}
, from Lemma 1, it can be

obtained that

f1,n
(
pr
′′′

n , p
BS ′
n

)
≥ f1,n

(
pr∗n , p

BS∗
n

)
,

f3,n
(
pr
′′′

n , p
BS ′
n , θ ′n

)
= f3,n

(
pr∗n , p

BS∗
n , θ∗n

)
= λn,0,

θ ′n ≥ θ
∗
n ,

f4,n
(
pr
′′′

n , p
BS ′
n , θ ′n, λ

∗

n,0

)
≤ f4,n

(
pr∗n , p

BS∗
n , θ∗n , λ

∗

n,0

)
.

(47)

Then,
(
pr
′′′

n , p
BS ′
n , λ∗n,0, θ

′
n

)
is the feasible solution and has

a smaller objective value than
(
pr∗n , p

BS∗
n , λ∗n,0, θ

∗
n

)
. Thus,(

pr∗n , p
BS∗
n , λ∗n,0, θ

∗
n

)
is not the optimal solution. This is a con-

tradiction and the optimal solution must satisfy the constraint
(14b) with equality.

APPENDIX C
PROOF OF LEMMA 2
Set pr

′

n = ηp
r
n, 1 < η <

prn,max
prn

, combining (7) and (16), it can
be derived that

0fn

(
pr
′

n , p
BS ′
n

)
> 0fn

(
prn, p

BS
n

)
. (48)

From Lemma 1, it follows that

f4,n
(
pr
′

n , p
BS ′
n , λn,0, θ

′
n

)
< f4,n

(
prn, p

BS
n , λn,0, θn

)
. (49)

Set

f3,n
(
prn, p

BS
n , θn

)
= λn,0 (50a)

f3,n
(
prn, p

BS
n , θ

′
n

)
= λ′n,0 (50b)

λ′n,0 = µλn,0, 1 < µ <
λ0

λn,0
. (50c)

As f3,n
(
prn, p

BS
n , θn

)
is a monotonically decreasing function

of θn, it can be obtained that

θ ′n < θn (51a)

θ ′nλ
′

n,0 = −
1
T
lnE

{
e
−θ ′nTB ln

(
1+0fn

)}
< −

1
T
lnE

{
e
−θnTB ln

(
1+0fn

)}
= θnλn,0. (51b)

When combing (50c) and (51b), it follows that

f4,n
(
prn, p

BS
n , θ

′
n, λ
′

n,0

)
=

λ′n,0

E
{
B ln

(
1+ 0fn

)}e−θ ′nλ′n,0dmax

>
λn,0

E
{
B ln

(
1+ 0fn

)}e−θnλn,0dmax

= f4,n
(
prn, p

BS
n , θn, λn,0

)
. (52)

From the analysis above, it is known that when prn is
given, there exists a maximum value of µ, denoted by µmax,
that satisfies constraint (14e) with equality. It indicates the
maximum EC, denoted by λmax

n,0 , can be achieved with prn.
Constraint (14d) is also guaranteed according to (50b).

APPENDIX D
ERGODIC CAPACITY OF THE IRCS ON THE
nth SUBCARRIER
The ergodic capacity of the IRCS on the nth subcarrier,
i.e., E {ln (1+ Z )} can be written as

E {ln (1+ Z )} = E
{
ln
(
1+ aX1 + bX2 + cX3
dX4 + kX5 + mX6 + 1

)}
, (53)
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where

a =
prnγ

rf
n

δn2
, b =

prnγ
rtf
n

δn2
, c =

prnγ
rcf
n

δn2
,

d =
pBSn γ

btf
n

δn2
, k =

pBSn γ
bcf
n

δn2
, m =

pBSn γ
bf
n

δn2
. (54)

α
rf
n , α

rtf
n , α

rcf
n , α

btf
n , α

bcf
n , and αbfn are denoted as X1,X2,X3,

X4,X5 and X6, respectively. Defining Y1 = aX1,Y2 =
bX2,Y3 = cX3, Y4 = dX4,Y5 = kX5,Y6 = mX6, and
considering that αrfn , α

rtf
n , α

rcf
n , αbtfn , α

bcf
n , and αbfn are i.i.d.

exponential random variables with unit mean, their probabil-
ity density functions (PDFs) are given by

fy1 (y1) =
1
a
e−

y1
a , fy2 (y2) =

1
b
e−

y2
b , fy3 (y3) =

1
c
e−

y3
c ,

fy4 (y4) =
1
d
e−

y4
d , fy5 (y5) =

1
k
e−

y5
k , fy6 (y6) =

1
m
e−

y6
m .

(55)

Defining U = Y1 + Y2, its cumulative distribution function
(CDF) and PDF are

FU (U) = p (Y1 + Y2 ≤ u)

=

∫ u

0
dy1

∫ u−y1

0

1
ab
e−
( y1
a +

y2
b

)
dy2

= 1−
a

a− b
e−

u
a −

b
b− a

e−
u
b ,

fu (u) = F ′U (U) =
1

a− b

(
e−

u
a − e−

u
b

)
. (56)

Defining V = U + Y3, the CDF and PDF are given by

FV (V ) = p (U + Y3 ≤ v)

=

∫ v

0
du

∫ v−u

0

1
a− b

(
e−

u
a − e−

u
b

)1
c
e−

y3
c dy3

= 1− a1e−
v
a − b1e−

v
b − c1e−

v
c ,

fv (v) =
a1
a
e−

v
a +

b1
b
e−

v
b +

c1
c
e−

v
c , (57)

where

a1 =
a2

(a− b) (a− c)
, b1 =

b2

(b− a) (b− c)
,

c1 =
c2

(c− a) (c− b)
, a1 + b1 + c1 = 1. (58)

Similarly, definingW = Y4 + Y5 + Y6, the PDF of w is

fw (w) =
d1
d
e−

w
d +

k1
k
e−

w
k +

m1

m
e−

w
m , (59)

where

d1 =
d2

(d − k) (d − m)
, k1 =

k2

(k − d) (k − m)
,

m1 =
m2

(m− d) (m− k)
, d1 + k1 + m1 = 1. (60)

Defining Z = V
W+1 , its CDF is given by

FZ (Z ) = p
(

V
W + 1

≤ z
)

=

∫
∞

0
dw

∫ z(w+1)

0
fw (w) fv (v)dv

= 1− e−
z
a

(
aa1d1
a+ dz

+
aa1k1
a+ kz

+
aa1m1

a+ mz

)
− e−

z
b

(
bb1d1
b+ dz

+
bb1k1
b+ kz

+
bb1m1

b+ mz

)
− e−

z
c

(
cc1d1
c+ dz

+
cc1k1
c+ kz

+
cc1m1

c+ mz

)
(61)

Then, the ergodic capacity of the IRCS for the nth subcar-
rier, i.e., E {ln (1+ Z )}, is derived

E {ln (1+ Z )} =
∫
∞

0
ln (1+ z)fz (z) dz

=

∫
∞

0
ln (1+ z)F ′Z (Z ) dz

=

∫
∞

0

1− FZ (Z )
z+ 1

dz

(62)

A numerical result for E {ln (1+ Z )} can be obtained when
(61) and (62) are combined.

APPENDIX E
THE MONOTONICITY OF f6,n

(
pr

n
)

Similar to the proof for Lemma 2, set pr
′

n = ηprn, 1 < η <
prn,max
prn

, it follows that

f3,n
(
prn, p

BS
n , θn

)
= λmax

n,0 (63a)

f4,n
(
prn, p

BS
n , θn, λ

max
n,0

)
= p0 (63b)

f3,n
(
pr
′

n , p
BS ′
n , θ ′n

)
= λmax′

n,0 (63c)

f4,n
(
pr
′

n , p
BS ′
n , θ ′n, λ

max′
n,0

)
= p0. (63d)

Assuming that λmax′
n,0 ≤ λ

max
n,0 , it can be derived that

θ ′n ≥ θn,

θ ′nλ
max′
n,0 = −

1
T
lnE

{
e
−θ ′nTB ln

(
1+0f

′

n

)}
> θnλ

max
n,0 . (64)

According to Lemma 2, it can be obtained that

f4,n
(
pr
′

n , p
BS ′
n , θ ′n, λ

max′
n,0

)
< f4,n

(
prn, p

BS
n , θ

′
n, λ

max′
n,0

)
< f4,n

(
prn, p

BS
n , θn, λ

max
n,0

)
= p0. (65)

As a result, (63d) cannot be satisfied. Thus, λmax′
n,0 > λmax

n,0
must hold.
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APPENDIX F
PROOF OF THEOREM 2

Considering that
N−1∑
n=0

f6,n
(
pr∗n
)
≥ λ0, one optimal EC on each

subcarrier can be given by

λ∗n,0 = λ0
f6,n

(
pr∗n
)

N−1∑
n=0

f6,n
(
pr∗n
) ≤ λmax

n,0 . (66)

From the process of proof for Lemma 2 in Appendix C,
µ1,n ≤ µ

max
1,n is satisfied, which indicates that

f3,n
(
pr∗n , p

BS∗
n , θ∗n

)
= λ∗n,0,

f4,n
(
pr∗n , p

BS∗
n , θ∗n , λ

∗

n,0

)
≤ p0. (67)

Thus, constraints (14d), (14e) and (14f) are all satisfied.
Considering that constraints (14d), (14e) and (14f) are all

satisfied. According to Lemma 2, it follows that

f3,n
(
pr∗n , p

BS∗
n , θ∗n

)
= λ∗n,0 ≤ f6,n

(
pr∗n
)
. (68)

Thus,
N−1∑
n=0

f6,n
(
pr∗n
)
≥ λ0 is obtained when (14f) and (68) are

combined.

APPENDIX G
THE CONCAVE PROPERTY OF f2,n

(
pr

n
)

Considering that pBSn = anprn + bn, which is given in (16),
f2,n

(
prn
)
can be expressed as

f2,n
(
prn
)
= ln

(
1+ 0rn

)
= ln

(
1+

a0prn
b0prn + c0

)
,

a0 = hrtrn ,

b0 = hrcrn + an
(
hbtrn + h

bcr
n + g

br
n

)
,

c0 = bn
(
hbtrn + h

bcr
n + g

br
n

)
+ δ2n . (69)

The first and second derivative of f2,n
(
prn
)
are given by

f ′2,n
(
prn
)
=

a0c0[
(a0 + b0) prn + c0

] (
b0prn + c0

) > 0,

f ′′2,n
(
prn
)
=
−a0c0

[
2 (a0 + b0) b0prn + (a0 + 2b0) c0

][[
(a0 + b0) prn + c0

] (
b0prn + c0

)]2
< 0. (70)

For a given first derivative value of f2,n
(
prn
)
, i.e., f ′2,n

(
prn
)
=

µ0, prn can be determined

prn (µ0) =
−v+

√
v2 − 4µ0w
2µ0

,

u = (a0 + b0) b0,

v = (a0 + 2b0) c0,

w = c02 −
a0c0
µ0

. (71)
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