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ABSTRACT There is no objective biological indicator for the diagnosis of schizophrenia. Machine learning
is used to classify functional magnetic resonance imaging (fMRI) data, the aim of which is to effec-
tively improve the reliability of diagnostics for schizophrenia. The following points are often considered:
1) Extracting effective features from fMRI data. 2) Choosing an appropriate machine learning method.
3) Improving classification accuracy. In this paper, we propose a weighted deep forest model, which
includes a weighted class vector, and a prediction class vector. In our experiment, we extract functional
connection (FC) features from fMRI data. Then, we use principal component analysis (PCA) to reduce the
dimension of FC features. For datasets with unbalanced data, we use SMOTE to balance the data. Finally, the
datasets with balanced data are fed into the weighted forest model. Compared with the classification results
obtained by traditional classifiers, our classification accuracy is better. This method will provide greater
possibilities for assisting doctors in diagnosing schizophrenia. This paper has significance for the study of
schizophrenia by helping doctors diagnose the disease.

INDEX TERMS Schizophrenia, fMRI, deep forest, classification.

I. INTRODUCTION
A. BACKGROUND
Schizophrenia is a severe psychiatric disorder that affects
approximately 1% of people [1]. Patients often have thought
disorders and negative symptoms. Moreover, inconsistent
performance is evident in their mental activities and envi-
ronment. Diagnosis of schizophrenia with high confidence is
important in neurosciences and medical science [2], [3].

However, because the cause of schizophrenia is still poorly
understood, the diagnosis of schizophrenia is mainly based
on the patient’s behavioral performance, which can be rated
with tools such as the positive and negative syndrome scale
(PANSS) [4]. It is extremely urgent to find an effective
method to improve the diagnosis rate of schizophrenia.

Functional magnetic resonance imaging (fMRI) mainly
relies on changes in blood oxygenation level-dependent
(BOLD) signals caused by nerve activity; from these, the rele-
vant activated brain area can be detected. The most prominent
advantage of fMRI is that it enables the noninvasive detec-
tion of brain function in vivo and that the direct correlation
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between different brain regions can be observed at the same
time.

As a neuroimaging technology, fMRI has been widely
used in the diagnosis and analysis of schizophrenia [5].
Cheng et al. [6] obtained functional networks from
fMRI data, and they then used a linear support vector
machine (SVM) to classify patients with schizophrenia and
members of the control group. The next year, Kim et al. [7]
used a revised DNN to classify fMRI data, and they pro-
posed an adaptive learning algorithm to explicitly control
the weight sparsity in each hidden layer via L1-norm reg-
ularization. Yan et al. [8] also used the functional network
connectivity as a feature; they used a deep neural network
(DNN) and layer-wise relevance propagation (LRP) to clas-
sify schizophrenia. Zou et al. [9] built a 3-D convolutional
neural networks (CNN) model to investigate the local spatial
patterns of MRI features and designed a multi-modality
CNN architecture to combine fMRI and sMRI features.
Zhu et al. [10] used the parameter of asymmetry (PAS)
and a support vector machine (SVM) to analyze an fMRI
dataset in 2018, and they found disrupted asymmetry of inter-
and intrahemispheric functional connectivity in patients.
Qureshi et al. [11] use 3D-CNN to classify schizophrenia
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from control. 3D ICA based functional connectivity networks
were used as the input features of the classifier in their work.

In 2017, gcForest was proposed by Zhou and Feng [12]; it
was a cascade forest model based on a deep neural network.
It obtained new features through multigranularity scanning.
The new features were input into a cascade layer to obtain
classification results. Shao et al. [13] added data balancing
in gcForest and used the revised gcForest to classify ADHD
patients from control participants.

Although the research on schizophrenia using fMRI data
is developing continuously, the methods proposed are still in
the development stage. The level of these approaches is still
not comparable to that of experts in the field of mental illness.
The research on schizophrenia based on fMRI data still faces
the following problems:

First, human understanding of brain structure and function
is not deep enough [5]. The cause of schizophrenia and the
abnormal brain pattern in patients with the disease is unclear.
At present, the most commonly used feature of schizophrenia
classification is to construct functional connections in the
brain from fMRI data. Therefore, it is increasingly important
to use mathematical tools to extract deep information from
fMRI data.

Second, fMRI data are scarce. Sakai and Yamada [14]
summarized that in 21 schizophrenia classification studies
over the past five years (2014-2018), the average sample size
was 208, and the median sample size was 147. Therefore, for
such a small amount of data, choosing an appropriatemachine
learning method plays a key role.

B. OUR CONTRIBUTIONS
(1)Aweightingmethod is used on the class vector in the tradi-
tional gcForest cascading layer, whichmakes the contribution
of the class vector obtained by each validation different from
the average class vector.

(2) We propose the softmax function to obtain the weight
when we generate the prediction class vector at the last level.
This makes the forest with higher training accuracy have a
higher contribution.

(3) Principal component analysis (PCA) is applied to
reduce the dimensionality of features, which aims to avoid
the ‘‘dimension curse’’ problem.

(4) We use SMOTE to balance the data in the training set
before the training set is fed into the multi-grained scanning
layer, which avoids the problem of unbalanced data.

II. MATERIALS AND METHODS
A. DATASETS
We use the resting-state fMRI data from COBRE and UCLA.
The COBRE (Center for Biomedical Research Excellence)
dataset is available for download from the site (http://fcon_
1000.projects.nitrc.org/indi/retro/cobre.html). The UCLA
dataset is available at the site (https://openfmri.org/).

The first dataset is COBRE, including 72 patients with
schizophrenia and 75 healthy controls. The original fMRI

data were obtained from a 3-Tesla SIEMENS TIM scanner
with the following parameters: time of repetition TR=2000
ms, echo time TE=29 ms, flip angle FA=75◦, and field of
view FOV=192 mm with a 4 mm thickness and 0 mm gap;
the matrix size is 64×64 and the number of axial slices is 32.
The second dataset is UCLA [15], [16], including 138

patients with schizophrenia and 58 healthy controls. The
original fMRI data were obtained from a 3-Tesla SIEMENS
TIM scanner with the following parameters: time of repetition
TR=2000 ms, echo time TE=30 ms, flip angle FA=90◦, and
field of view FOV=192mm,with a 4mm thickness and 0mm
gap; the matrix size is 64× 64 and the number of axial slices
is 34.

B. DATA PROCESSING AND FEATURES GENERATION
All fMRI data were preprocessed by using a toolbox named
DPABI [17], which can be freely downloaded from the web
site (http://rfmri.org/dpabi). The preprocessing included slice
time correction, realigning, normalization, and smoothing.

After the above processing steps, the image samples are
4-D, including 3-D spatial information and a 1-D time series.
All brain images are divided into 116 brain regions according
to the automated anatomical atlas (AAL) [18]. Then, the
mean blood oxygen concentration of all brain regions is
treated as the time series of all ROIs. The time series of all
ROIs is 2-D; it includes spatial information and a 1-D time
series.

For any pair in the time series, we calculate the Pearson
correlation coefficient to form a functional connection (FC)
matrix [19]. The calculation is as follows:

Pij =

∑(
Si − Si

) (
Sj − Sj

)√∑
i

(
Si − Si

)2√∑
j

(
Sj − Sj

)2 (1)

where Pij is the Pearson correlation of time Si and time Sj,
and Si, Sj are the mean values of times Si and Sj.
Then, we obtain a function connectivity matrix P.

P =

P11 · · · P1n
...

. . .
...

Pn1 · · · Pnn

 (2)

The connectivity matrix is a symmetric matrix, and
the lower left triangular of the matrix forms a feature
vector. By concatenating the first-row vector to the last-
row vector of the lower left triangle, the features can
be generated. The dimension of the FC feature vector is
((116∗116-116)/2+116) = 6786.

C. GCFOREST
A random forest, which is a tree-based ensemble machine
technique, has advantages in dealing with nonlinear classi-
fication problems and overfitting [20]. Zhou and Feng [12]
proposed a new tree-based ensemblemethod named gcForest.
gcForest has two major structures, namely, multi-grained
scanning and a cascade forest.
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FIGURE 1. The overall procedure of gcForest.

Features of a given sample will be processed by multi-
grained scanning, thus making N sets of features whose
length is the size of the window. Then, each set is fed into
two different forests to output a 2-dimensional vector as
a class distribution vector. Furthermore, we concatenate all
the output class vectors as one feature, called a transformed
feature.

In a cascade forest, each level is an ensemble of decision
tree forests. For an example with a transformed feature, each
forest will produce a class distribution vector. Then, all the
class distribution vectors generated by the forest at the same
level are concatenated as augmented features, which are then
concatenated with the transformed feature vector to be input
to the next level of cascade. To avoid overfitting, a class
vector is generated by k-fold cross-validation. In other words,
each instance will be used as training data k-1 times, thus
making k-1 class vectors. The final class vector is produced
by averaging the k-1 class vectors.

In the last level, the prediction class vector is obtained by
averaging four class vectors generated by four forests, and the
largest probability is the prediction result.

D. REVISED METHODS
Cross-validation can be used to evaluate the predictive per-
formance of models, especially the performance of trained
models on new data, which can reduce overfitting to some
extent. Therefore, we can use the accuracy of cross validation
to judge the quality of a model and assign weights to the
vectors based on the accuracy.

FIGURE 2. The generation of a weighted class vector.

1) WEIGHTED CLASS VECTOR OBTAINED BY THE FOREST
The class vector of an instance is generated by k-1 class vec-
tors from k-fold cross-validation. We believe the contribution
of each class vector of these k-1 class vectors is different
because the model trained by each training set is different.
Therefore, we use a weighting method to average these class
vectors. Each weight depends on the test accuracy of the
forest, and themethod of assigningweights can be formulated
as follows:

v̂J =
∑
i

wijvij (3)
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where:

wi =
accij∑
i
accij

(4)

and where v̂J is the weighted class vector generated by the
Jth forest, wij is the weight of the class vector obtained by the
ith trained jth forest, vij the class vector obtained by the ith
trained jth forest and accij the test accuracy of the ith trained
jth forest.

2) WEIGHTED PREDICTION VECTOR
The prediction result relies on the forests in the last level of
the cascade. Each forest is different from the others. Further-
more, the contribution of each is different. Here, we propose
that the contribution of a forest depends on the average accu-
racy of the forest and that the forest’s weight is described
by the softmax function. This proposal can be formulated as
follows:

V =
∑
j

WJ vJ (5)

where:

WJ = f
(
ACCJ

)
(6)

f
(
ACCJ

)
=

exp
(
ACCJ

)∑
J
exp

(
ACCJ

) (7)

and where V is the prediction class vector from the last level
of cascade, v̂J is the class vector from the Jth forest from the
penultimate level of cascade, WJ is the weight of the class
vector obtained by the Jth forest, ACCJ is the average test
accuracy obtained by k-fold cross-validation of the Jth forest
and f(x) is the softmax function.

Each x (average test accuracy) has a value between 0 and 1,
and the output is between e0 and e1 when it goes through the
softmax function. The independent variable is restricted to
(0,1), thus making the strong values stronger and the weak
weaker. The output of the stronger will not be much larger
than the output of the weaker if the independent variable does
not surpass 1. In other words, the stronger forests will not
account for an enormous proportion when the class vector is
averaged.

3) DIMENSIONALITY REDUCTION
Machine learning models have strong requirements on the
dimensionality of data input. The ‘‘dimension curse’’ prob-
lem will arise when high-dimensional data are fed into a
model to train the model parameters without feature extrac-
tion (e.g., in the case of fMRI data Rn∗p, where n is the sample
size, which is usually less than 500, and p is the number of
features, which is usually more than 5000; thus, p is much
larger than n). Therefore, we use PCA to reduce the data input
dimension.

As a general method of data dimension reduction, PCA
can ensure that the main information of data is extracted with

FIGURE 3. The generation of a weighted prediction vector.

minimum error. Its effectiveness has been proved in previous
use [21]–[23]. It has the following two points: First, the
principal components are orthogonal, which can eliminate the
factors that affect the original data components. The second
is to measure the amount of information in terms of variance,
independent of factors other than the data set.

4) DATA BALANCING
Since standard learning algorithm may generate suboptimal
classifiers [24], it is necessary to deal with the imbalanced
problem. An overfitting model will be trained when the sam-
ple size of control subjects in the data set is much larger than
that of patients, and an overfit model is valueless as it will
not predict any patients. Therefore, SMOTE [25] is used to
increase the sample size of patients. However, because the
sample size of control subjects is much larger than that of
patients, direct use of SMOTEmay add too much noise to the
data. Therefore, we randomly cut the training set to reduce the
difference between the sample size of patients and the sample
size of control subjects. Then, SMOTE is used. In this way,
the data balance is guaranteed without introducing too many
noise points.

III. RESULT
A. EXPERIMENT
We combined the features (described in Section 2.2) and
labels obtained from the Cobre and UCLA datasets to form
the set of all samples. We used the Cobre dataset, the UCLA
dataset and the combined Cobre and UCLA datasets to train
and test the model. PCA was used to extract the princi-
pal components from FC features. When we selected the
principal component, the 99% of the data information was
selected after dimension reduction. In the Cobre dataset, the
interpretation of PCA’s parameter characteristics is shown in
Figure 6.

The principal components were features with low dimen-
sion, which were fed into the model. K-Fold was used to
divide the training set and test set. First, we randomly cut
data with more categories out of the training set so that the
labels of the training set tended to be balanced, and then we
used SMOTE to balance the training set.We sent the balanced
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FIGURE 4. The experimental process of the revised gcForest.

FIGURE 5. The experimental process of the traditional gcForest.

FIGURE 6. PCA component cumulated explained power.

training set to gcForest and weighted-gcForest for training
models. Then, wemade predictions on the test set and, finally,
evaluated the model. It should be noted here that because the
categories of the Cobre dataset are relatively balanced, we did
not balance the Cobre data whenwe experimentedwith Cobre
alone. The specific process is shown in Figure 4.

Then, we also experimented with a traditional forest. The
experimental process of the traditional gcForest is shown in
Figure 5.

In addition, SVM, a random forest and Linear Discriminant
Analysis (LDA) were compared with the revised gcFor-
est. For SVM, we used the radial basis function (RBF)
SVM, and the penalty parameter misclassification cost
weight C and kernel width γ were selected from
{10−5,10−4,. . . ,104,105}by the grid search method. For the
random forest, the parameter n_estimators (the number of
trees in the forest) was selected from {101,. . . ,104,105}by the
grid search method.

Finally, we used the revised gcForest to perform experi-
ments without data balance.

To compare the performance of weighted-gcForest and
gcForest, we set the following parameters on both models.

FIGURE 7. Weight of each forest in the revised gcForest.

On the scan layer, we used two forests, a random forest and
a completely random forest. These two forests each con-
tained 50 trees. On the cascade layer, we used four forests,
two random forests and two completely random forests, each
of which contained 100 trees. Then, we conducted 10 times
of 10-fold cross-validation to evaluate the model, and we
calculated the mean and variance as the indicator. We used
three indicators: accuracy (ACC), sensitivity (SEN) and
specificity (SPE).

B. RESULTS AND ANALYSIS
1) RESULTS OF THE REVISED GCFOREST METHOD
The Cobre dataset was not balanced and could be used to
compare the performance of the traditional gcForest with
that of the other methods. According to table 1, the accuracy
and sensitivity values of the revised gcForest on the Cobre
dataset are improved. Comparedwith the traditional gcForest,
the weighted gcForest we propose has a better performance
on the Cobre dataset. This indicates that the weighted class
vector and weighted prediction vector perform well in the
fMRI dataset because of the contribution of different forest
representations to the decision vectors.
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Figure 7 shows the weight of each forest. Before weight
averaging, the weight of each forest is 0.25. Figure 7 shows
the difference in weights before and after weight averaging.
It is clear that Forest 4 has the highest weight so that its
contribution is the highest.

TABLE 1. Comparison results for the revised gcForest and the traditional
gcForest for the Cobre dataset without data balancing.

FIGURE 8. The accuracy of each method.

Compared with other methods, Figure 8 shows that the
revisedmethod has a better performance on average accuracy.
In Figure 8, the revised gcForest has the highest median
accuracy and the highest accuracy, but it has the highest
variance, which indicates risk. LDA’s accuracy is lower than
that of the revised gcForest but it has the lowest variance. It is
necessary to reduce the variance of the revised gcForest. All
in all, the revised gcForest has a better performance on fMRI
data.

2) IMPACT OF DATA BALANCING
From table 2, we find the following:

On the unbalanced UCLA data set, data balancing plays
an important role. We can see that the average of the UCLA
SPE score is 17.0% without data balancing. This is because
the model has obvious overfitting, and the test set is fully
predicted as a positive example. After the data were balanced,
the SPE score on the test set changed from 17.0% to 46.1%,
which indicates that the model’s overfitting problem was
improved.

Comparing the results in the two tables, we find that the
revised gcForest is better than the traditional gcForest on all
three datasets, and data balancing improves the performance
of gcForest on fMRI data. Therefore, the revised gcForest
model has a greater impact.

TABLE 2. Comparison results for the revised gcForest with and without
data balancing.

FIGURE 9. The result of permutation test on Cobre dataset.

TABLE 3. Results of replacement tests on different dataset.

3) PERMUTATION TEST
Permutation test [26] is used to evaluate the significance of
a cross-validated score with permutations. We set r=5 and
k=20 in the permutation test to calculate the p value. We ran-
domly shuffle the processed data. The shuffled data is used
as the original data. We calculate the 10-fold cross-validation
error of the original data r times, and call them ‘error origi-
nal’. We will randomly scramble the original labels k times
to calculate k errors. Then we calculate r p-values according
to formula 2 in the paper, and take the average value of
p-values. This method is used to solve the problem of error
instability. We have carried out many experiments. The result
is as follows:

In figure 9, the green line represents the original classifi-
cation error, and the height of the blue block represents the
number of errors in the corresponding error rate range.

From the table above, we can see that on the balanced
data set Cobre and the unbalanced data set UCLA, the
p-value calculated by our model are close, which shows that
our method is applicable to both balanced and unbalanced
data sets.
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IV. CONCLUSION
In this paper, we proposed a revised gcForest to classify
patients with schizophrenia and control subjects. To solve the
problem of unbalanced data, we randomly cut the training
set before SMOTE to reduce the number of noisy points.
Experimental results show that our method has superior per-
formance to that of the traditional gcForest on fMRI data.
Moreover, we proposed a weight averaging method using the
softmax function to average class vectors and prediction class
vectors. Experimental results show that it can improve the
accuracy of gcForest on fMRI datasets.

In our experiment, the original data are changed. The sam-
ple size is changed by data balancing, and the feature size is
changed by PCA and multigranularity scanning. These trans-
formations aim to train a better model to promote accuracy.

In the Cobre data set, the numbers of schizophrenia patients
and the healthy control group are unbalanced, and we can
see from table 2 that the method proposed in this paper has a
improvement on this data set. In the UCLA data set, the num-
bers of schizophrenia patients and the healthy control group
are very unbalanced, and we can see from table 2 that the
method proposed in this paper has a significant improvement
on this data set. Our weighted-gcForest can also be applied to
other disease diagnoses with fMRI data, such as ADHD and
Alzheimer’s disease.

As stated above, the revised gcForest has a high variance.
The problem of how to reduce the variance should be taken
into account in the future. In this paper, the disadvantage of
the softmax function is that it cannot distinguish classifiers
with poor generalization ability. But from the experimental
results, this method has better results than the traditional
gcForest. Furthermore, the error back-propagation (BP) algo-
rithm can be considered in dynamically adjusting the weight
of each forest. At last, there may be a better weightingmethod
in the future.
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