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ABSTRACT Over the past two decades, a number of advances in topicmodeling have produced sophisticated
models that are capable of generating topic hierarchies. In particular, hierarchical Latent Dirichlet Alloca-
tion (hLDA) builds a topic tree based on the nested Chinese Restaurant Process (nCRP) or other sampling
processes to generate a topic hierarchy that allows arbitrarily large branch structures and adaptive dataset
growth. In addition, hierarchical topic models based on the latent treemodel, such as Hierarchical Latent Tree
Analysis (HLTA), have been developed over the last five years. However, these models do not work well in
cases with millions of documents and hundreds of thousands of terms. In addition, the topic trees generated
by these models are always poorly interpretable, and the relationships among topics in different levels are
relatively simple. The biomedical literature, including Medline abstracts, has large-scale documents in two
major categories: biological laboratory research andmedical clinical research.We propose a top-down binary
hierarchical topic model (biHTM) for biomedical literature by iteratively applying a flat topic model and
adaptively processing subtrees of the hierarchy. The biHTM topic hierarchy of complete Medline abstracts
with more than 14 topic node levels shows good bimodality and interpretability. Compared to hLDA and
HLTA, biHTM shows promising results in experiments assessed in terms of runtime and quality.

INDEX TERMS Topic model, topic hierarchy, binary modality, biomedical literature, text mining.

I. INTRODUCTION
In the last two decades, the biomedical literature has grown
exponentially, which has created an enormous challenge for
life science researchers and healthcare professionals attempt-
ing to stay up to date with developments in their field [1].
These vast collections of publications offer an excellent
opportunity for text mining, i.e., the automatic discovery of
knowledge and deep semantic retrieval. Some exceptional
natural language processing (NLP) methods, such as topic
models, can be used to text mine the biomedical literature.

Topic models are generally used to preprocess a document
collection, and the topics and per-document topic alloca-
tions are fed to downstream applications such as document
classification methods, novel word sense detection methods
and machine translation methods [2]. The predominant topic
model is Latent Dirichlet Allocation (LDA) [3], which is
an unsupervised three-layer Bayesian probability model that
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highlights the relationships among terms, documents, and
potential semantic topics.

Most flat topic models, such as LDA, treat document
subjects as a set of probability distributions with no direct
relationships between topics. These models can be used to
mine the topics in the corpus; however, the associations and
hierarchies between topics cannot be found. Several hierar-
chical topic models have been proposed to obtain the topic
hierarchy, including hierarchical Latent Dirichlet Alloca-
tion (hLDA) and Hierarchical Latent Tree Analysis (HLTA).
These models build a topic hierarchy that allows for arbi-
trarily large branch structures and adaptive dataset growth.
In addition, they have been successfully applied for document
modeling, online advertising and microblog location predic-
tion and outperformed flat topic models [4].

The hLDA and its variants have two main implementa-
tions: the nested Chinese Restaurant Process (nCRP) [5], [6]
and the nested Hierarchical Dirichlet Process (nHDP) [7].
The hLDA and its variants [6], [8]–[10] cluster docu-
ments, establish a hierarchical structure, facilitate the learn-
ing of topic hierarchy information, and mine potential topic
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information. These models need to maintain a full topic
hierarchy in each sampling iteration, and it usually takes
at least 100 iterations to yield a stable hLDA topic tree.
Therefore, it is difficult for hLDA and its variants to process
massive text corpora. In addition, the hLDA topic results of
large-scale corpora are usually ambiguous and enormous and
contain redundant information.

HLTA and other latent tree models treat words as binary
variables, and each word is allowed to appear in only one
branch of a topic hierarchy. However, there are many ambigu-
ous words, and a single word, when combined with dif-
ferent words, can result in different topics. For example,
‘‘coronavirus, patients, treatment’’ may be related to clinical
treatment of coronavirus, while ‘‘coronavirus, bat, effect’’
may be related biological research of the coronavirus. Thus,
topic hierarchies generated by these latent treemodels may be
not as comprehensive as those generate by hLDA. Similar to
hLDA and its variants, HLTA and other latent tree models are
probabilistic generative models, and they all need to involve
latent variables. The number of levels in a topic hierarchy
resulting from HLTA may depend on the number of words in
the vocabulary. In fact, a topic tree with more than six levels
resulting from these models is not common.

The biomedical literature has large documents, such
as the documents from Medline,1 a preeminent biblio-
graphic database that contains more than 22 million article
abstracts from life sciences journals and adds approximately
2000–4000 abstracts every day. Existing hierarchical topic
models cannot mine such documents well. The biomedical
literature includes two major categories: biological labora-
tory research and medical clinical research. Thus, a binary
hierarchical topic model may be more suitable for biomed-
ical literature than other models. In addition, the levels of
a binary topic hierarchy can be much deeper than those of
topic hierarchies with more than two topics in each level. The
path from root node to leaf nodes in a binary tree model can
be much longer than other multi-tree models. Therefore, the
relationships among different levels of topics in a binary topic
hierarchy will be fairly rich.

We propose a top-down binary hierarchical topic
model (biHTM) for the biomedical literature by iteratively
applying a flat topic model (such as LDA), and adaptively
processing the subtrees of the hierarchy. This method is a
heuristic generative method, different from other probabilis-
tic generativemethods, and it could quickly generate the topic
hierarchy from top to bottom without using latent variables.
This method is adaptive with few hyper-parameters. To avoid
interference between different contents and mine local detail
information, we split the corpus into a set of doculets by using
a 3-sentence sliding window and then recursively learn an
adaptive top-down topic hierarchy.

This paper is organized as follows. Related work is intro-
duced in section II. We present our method in detail in
section III. The experiments and results of biHTM trained

1https://www.ncbi.nlm.nih.gov/pubmed

FIGURE 1. Graphical model representation of LDA.

with complete Medline abstracts are shown in section IV.
Section V compares biHTM, hLDA, and HLTA in terms of
topic interpretability, topic quality and efficiency. Finally,
section VI concludes this paper.

II. RELATED WORK
Topic detection has been one of the most active research areas
in machine learning over the past few decades, and the main
topic models include latent semantic analysis (LSA) [11],
probabilistic LSA (pLSA) [12], and LDA [3]. In a proba-
bilistic flat topic model, each document in a collection of D
documents is modeled as a multinomial distribution over T
topics, where each topic is a multinomial distribution overW
words. Typically, only a small number of words are important
(i.e., have a high likelihood) in each topic, and only a small
number of topics are present in each document.

The most commonly used topic model is LDA [3], [13],
[14], which is represented as a probabilistic graphical model
in Figure 1, and it has shown great success in various NLP
tasks for discovering latent topics in the biomedical litera-
ture [15], [16]. However, topics are naturally organized in a
hierarchy [4], and the above models are flat topic models that
cannot capture the hierarchical information of the topics.

To address the above problem, some researchers have tried
to extend the traditional topic modeling techniques to obtain
the hierarchical information of the topics. Blei et al. proposed
the hLDA model [5], [6], which can automatically learn the
hierarchical topic structure with Gibbs sampling by utilizing
a nested Chinese Restaurant Process (nCRP) prior in an
unsupervised way. Mimno et al. proposed the hierarchical
Pachinko allocation model (HPAM) [17] based on Pachinko
allocation to generate the topic hierarchy. In HPAM, a doc-
ument is generated from a distribution over the topics at
the leaves (the lowest level of nodes) of a topic hierarchy.
Paisley et al. proposed the nested Hierarchical Dirichlet Pro-
cess (nHDP) instead of nCRP in hLDA [7]. The nHDP allows
each word to follow its own path to a topic node according to
a per-document distribution over the paths on a shared tree.

Dai et al. proposed the supervised hierarchical Dirichlet
process (sHDP), a nonparametric generative model for the
joint distribution of a group of observations and a response
variable directly associated with that whole group [18]. Based
on hLDA, Mao et al. proposed Semi-Supervised Hierarchi-
cal Latent Dirichlet Allocation (SSHLDA), which assumed
that some topics in different levels in a topic hierarchy are
known before modeling and used such known topics as
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prior knowledge to generate the corresponding structure in
a topic hierarchy [9]. Wang et al. also proposed a semi-
supervised hierarchical topic model that aims to explore
reasonable topics in the data space by incorporating con-
straints that are extracted automatically in the modeling
process [19]. Xu et al. proposed a novel knowledge-based
hierarchical topic model (KHTM), which can incorporate
prior knowledge into topic hierarchy building to solve the
problem of weak topic hierarchies [20]. Chen et al. proposed
a partially collapsed Gibbs sampling algorithm and a super-
computer to apply nHDP [7], [21] on some large complete
datasets and produced some very interesting topic hierar-
chies [4]. Zou et al. proposed a novel hierarchical topicmodel
(HV-HTM) to incorporate the observed hierarchical label
information into the topic generation process while maintain-
ing the flexibility of the horizontal and vertical expansion
of the hierarchical structure in the modeling process [22].
Yu et al. proposed a topic model called twitter hierarchical
latent Dirichlet allocation (thLDA) to automatically mine the
hierarchical dimension of tweets’ topics, which can be further
employed to text OLAP on tweets [23].

The above LDA-based hierarchical topic models can
obtain relatively comprehensive hierarchical topic informa-
tion. However, training these models can take substantial
amounts of time, and they require the user to provide the
structure of a hierarchy, including the number of latent levels
and the number of nodes at each level. The number of latent
levels is usually set to 3 based on efficiency considerations.

Chen et al. described a novel hierarchical topic detection
method called HLTA [8], [24], which explores a topic hierar-
chy of word co-occurrence relationships. Another latent tree
method, the Correlation-Explanation method, by Steeg et al.
uses information theory arguments [25], [26]. The method
is named correlation explanation (CorEx), and the latent
variables are used to maximally explain the correlations in
the layer below, thus forming optimally informative hierar-
chical topics. These hierarchical topic models based on the
latent tree method can obtain hierarchical topic information
efficiently; however, they extract a specific number of key
words as the observation variables, and each word appears
in only one branch of the topic hierarchy. Thus, topic hier-
archies generated by these latent tree models may be not as
comprehensive as those generated by hLDA and its variants.

Most of the above-mentioned hierarchical topic models
are probabilistic generative models. They all involve latent
variables and construct the topic hierarchy using different
processes. In general, the number of levels of these topic
hierarchies will be less than 5, and the relationships among
topics in different levels are relatively simple.

In recent years, hierarchical topic models have been suc-
cessfully applied to microblog location prediction [27], web
hierarchical topic detection [28], the identification of corre-
lations between topics and social networks [29], knowledge
mining [20] and social comment short text analytics [23].

With the rapid growth of the biomedical literature,
it is desirable to harvest information and knowledge in

the literature via text mining [30]–[32]. There is minimal
research on hierarchical topic models for medical literature.

In this paper, to efficiently mine large-scale medical litera-
ture corpora, we proposed an adaptive top-down binary hier-
archical topic model, called biHTM, and the resulting biHTM
topic tree ofMedline abstracts supported our conjecture about
the binary characteristics of the biomedical literature.

III. METHOD
A. DOCULET
A biomedical document consists of many paragraphs, and
each paragraph consists of several sentences. In equations (1)
and (2), O denotes a document, Pi denotes a paragraph, and
Sij denotes a sentence. n is the number of paragraphs in the
document, and m is the number of sentences in a paragraph.

O = {P1, · · · ,Pi, · · · ,Pn} , 1 ≤ i ≤ n (1)

Pi =
{
Si1, · · · , Sij, · · · , Sim

}
, 1 ≤ j ≤ m (2)

Definition: A doculet d is a sentence set containing three
consecutive sentences in a paragraph.

dij =
{
Sij, Si(j+1), Si(j+2)

}
(3)

Di =
{
di1, · · · , dij, · · · , di(m−2)

}
(4)

D = {D1, · · · ,Di, · · · ,Dn} (5)

dij denotes one of the doculets in a paragraph, Di denotes
all the doculets in a paragraph, and D denotes all the doculet
sets in an article. If a paragraph has one or two sentences, then
these sentences should be integrated in the next paragraph.

Some studies attempt to apply LDA to sentences instead
of documents to improve topic quality [33], [34]. In most
cases, one or two sentences have less useful information to
analyze, and four or more sentences probably have a mixture
of different types of information. In this paper, the biomedical
literature corpus is broken into a new input corpus of doculets
for training by using a 3-sentence sliding window. Compared
to natural paragraphs, doculets can reduce the ambiguity of
topics and improve the quality of topic hierarchy generation.

B. TOPIC PROPORTION
A corpus of doculets C is trained with LDA to obtain 2 top-
ics T , where each topic t contains the most likely dictionary
words h from the doculet corpus C after LDA estimation.
The relations among the document, topics, and words are
described mathematically in reference [3]

T = {t1, t2} (6)

t = {W1,W2, · · · ,Wh} (7)

Each word W in a doculet d can be categorized as one of
two topics: t1 or t2.
Definition: The topic proportion x of a doculet is the

number of dictionary words categorized as t1 divided by the
number of total dictionary words in the doculet.

x =
num

(
w′1, · · · ,w

′

z′

)
num(w1, · · · ,wz)

,
{
w′1, · · · ,w

′

z′
}
⊆ {w1, · · · ,wz}

(8)
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FIGURE 2. The distribution of doculets for the complete Medline
abstracts.

FIGURE 3. The distribution of doculets for the Yelp dataset.

In equation (8), w′ denotes the dictionary words in the
doculet categorized as t1, and w denotes the dictionary words
in the doculet categorized and uncategorized as t1. For each
doculet, x denotes the proportion of words for topic t1, and
1-x denotes the proportion of words for topic t2. If x is closer
to 0, then the doculet is more similar to topic t2. In contrast,
a doculet is more similar to topic t1 if x is closer to 1.
Obviously, x is a decimal value between 0 and 1. In this
paper, x can take only 101 values: those uniformly distributed
between 0 and 1; that is

x ∈ {0, 0.01, 0.02, . . . , 0.99, 1} (9)

All the values computed with equation (8) should be
rounded to the values in equation (9).

Figure 2 shows the distribution of doculets for the corpus
of complete Medline abstracts. The values on the x axis are
topic proportions, and the values on the y axis are the number
of doculets. Figure 3 shows the distribution of the doculets
for the Yelp comment corpus.2 Apparently, if relatively high
numbers of doculets are distributed near the ends of the x
axis, this distribution shows bimodality. Figure 2 shows good
bimodality, while Figure 3 shows no bimodality.

C. biHTM
The biHTM is a top-down hierarchical topic model recur-
sively trained with a corpus of doculets to obtain two topics

2 https://www.yelp.com/dataset

FIGURE 4. A biHTM topic tree example.

FIGURE 5. The biHTM topic tree learning process.

with LDA. The doculets are separately divided into two
sub-nodes according to the topic proportions after each LDA
estimation. An example of a 4-level biHTM topic tree is
shown in Figure 4.

A topic tree node can be defined as a tuple:

N = 〈D,T ,Nl,Nr 〉 (10)

Nl = 〈Dl,Tl,Nll,Nlr 〉 (11)

Nr = 〈Dr ,Tr ,Nrl,Nrr 〉 (12)

We treat N as the root node, where D denotes a corpus of
doculets; T denotes the two topics generated with LDA, and
Nl and Nr are the sub-nodes of N .
The doculets with low topic proportions (close to 0) in

D are assigned to Nr , and the doculets with high topic pro-
portions (close to 1) in D are assigned to Nl . However, the
doculets with moderate topic proportions (close to 0.5) in
D should be abandoned because these doculets have a large
amount of mixed information and are difficult to categorize
into one topic.

D. LEARNING PROCESS
Figure 5 shows the learning process of the biHTM topic tree.
Two topics are generated in each LDA estimation step with
the current doculet sets. Then, the topic proportions of each
doculet can be computed with the results of LDA estimation.
We find two appropriate points in the distribution of doculets,
such as x1 and x2, as shown in Figure 2. If x1 and x2 exist, then
the doculets distributed in [x1,x2] are abandoned, the doculets
in [0, x1) are classified as sub-doculets R, and the doculets in
(x2, 1] are classified as sub-doculets L. Then, we separately
train these two sub-doculets with LDA. We repeat the above
procedure to obtain the final tree.

VOLUME 8, 2020 59873



X. Lin et al.: A Top-down Binary Hierarchical Topic Model for Biomedical Literature

FIGURE 6. Mixture Gaussian curve fitting the distribution of doculets in
each node.

It is crucial to determine x1 and x2; the following paragraph
describes the method used to determine them.

We use F(x) to denote the distribution of doculets over the
interval [0, 1]; in other words, F(x) denotes the number of
doculets on the topic proportion x. From section B, it can be
seen thatF(x) is discrete with 101 points. An example ofF(x)
is shown in Figure 2. There are two important parameters
in each node: x1 and x2. The doculets for which the topic
proportion is less than x1 are assigned to Nl , and the doculets
for which the topic proportion is greater than x2 are assigned
to Nr . If x1 and x2 are unsuitable or unavailable, then node N
will not continue to expand and will become a leaf node.

The curve shown in Figure 2 has two peaks and thus shows
good bimodality. We use a Gaussian mixture curve f (x)
with two Gaussian distributions f1(x) and f2(x) to fit F(x),
as shown in Figure 6. In this paper, we fit a 2-peak Gaussian
mixture curve using nonlinear iterative curve fitting [35].

f (x) = f1 (x)+ f2 (x) = αN
(
µ1, σ

2
1

)
+ βN

(
µ2, σ

2
2

)
=

α
√
2πσ1

exp

(
−
(x − µ1)

2

2σ 2
1

)

+
β

√
2πσ2

exp

(
−
(x − µ2)

2

2σ 2
2

)
, x ∈ (0, 1) . (13)

We set the point (x0, y0) as the intersection of
curves f1 and f2; that is

y0 = f1 (x0) = f2 (x0) . (14)

From equations (13) and (14), we get

y0 =
α

√
2πσ1

exp

(
−
(x0 − µ1)

2

2σ 2
1

)

=
β

√
2πσ2

exp

(
−
(x0 − µ2)

2

2σ 2
2

)
. (15)

Then, x0 can be calculated based on equation (15), (16), as
shown at the bottom of this page.

We want to find the two values x1 and x2 on the axis x;
by setting µ1 < x1 < x0 < x2 < µ2, as shown in
Figure 6, the doculets distributed over the ranges [0, x1) and
(x2, 1] will be divided and transferred to the next levels to
separately estimate flat topics, and the doculets distributed
over the range [x1, x2] will be abandoned. We solve x1 and x2
as follows.

We set

g (x) =

{
f (x)− f1 (x) = f2 (x) , x ≤ x0
f (x)− f2 (x) = f1 (x) , x ≥ x0

(17)

g (x) ∈ (0, y0] , x ∈ [0, 1] (18)

g (x1) = g (x2) , x2 − x1 ∈ (0, 1] . (19)

To abandon as few doculets as possible and to abandon
doculets that are difficult to any categorize to the greatest
extend possible, we obtain amultiobjective problem for deter-
mining x1 and x2:

argmin
x1,x2

{g (x1) = g (x2) ∈ (0, y0]}

argmin
x1,x2

{x2 − x1 ∈ (0, 1]}.
(20)

According to equation (20), x2 − x1 should be as small as
possible and g(x1) or g(x2) should be as small as possible.

We suppose that the weight of g(x1) and g(x2) is equal to
the weight of x2− x1; thus, equation (20) can be transformed
into equation (21) with a normalization factor.

argmin
x1,x2

(
v = 0.5

g (x1)
y0
+ 0.5 (x2 − x1)

)
. (21)

Unfortunately, equation (21) has no analytic solution.
However, we can find the most appropriate numerical solu-
tion by searching a number of sample values. The searching
algorithm is shown as Algorithm 1.

The termination conditions for the current recursion
include: the fitting curve is not found; appropriate x1 and x2
are not determined; and F(x0) ≥ min ( f1(µ1), f2(µ2) ).

IV. EXPERIMENT
A. MEDLINE ABSTRACT CORPUS
Medline is a bibliographic database of life science
and biomedical information. It includes bibliographic
information for articles from academic journals cover-
ing medicine, nursing, pharmacy, dentistry, veterinary
medicine, and healthcare. Medline abstracts contain more
than 25 million abstracts from 5639 selected publications
covering biomedicine and health from 1950 to the present.
Each Medline abstract file is provided in a normalized.xml

x0 =
µ2σ

2
1 − µ1σ

2
2 ±

√(
µ1σ

2
2 − µ2σ

2
1

)2
−
(
σ 2
1 − σ

2
2

) (
µ2
2σ

2
1 + µ

2
1σ

2
2 − 2σ 2

1 σ
2
2 (lnβσ1 − lnασ2)

)
σ 2
1 − σ

2
2

. (16)
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TABLE 1. Key parameters of the first 3-level biHTM tree nodes for the complete Medline abstracts.

Algorithm 1 The Search Process of x1 and x2
Input: X0∼9999−10000 values uniformly distributed along
the axis x

α, µ1, σ1− Gaussian curve f1
β, µ2, σ2− Gaussian curve f2

Output: x1, x2
1: Define a variable x1, x2, v′, and initialize x1, x2, v′ to 1;
2: Calculate x0, y0; //equation (15) and (16)
3: for m: = (µ1, x0) ∈ X do
4: for n: = (x0, µ2) ∈ X do
5: compute g(m); //equation (13) and (17)
6: compute g(n); //equation (13) and (17)
7: if (1 - min(g(m), g(n)) / max(g(m), g(n)) ) < t then
8: //t is a threshold, we set t = 0.01 in this paper
9: compute v; //equation (21)

10: if v < v′ then
11: v′ := v;
12: x1 := m;
13: x2 := n;
14: end if
15: end if
16: end for
17: end for
18: if v′ != 1 then
19: return x1, x2;
20: end if

format and contains a large amount of useful information,
such as journal metadata, article metadata, title, keyword,
abstract text, and reference information.

B. MALLET
Mallet is an open-source Java-based package for statisti-
cal NLP, document classification, clustering, topic mod-
eling, information extraction, and other machine learning
methods that can be applied to text [36]. The Mallet topic
model package includes an extremely fast and highly scal-
able implementation of Gibbs sampling, efficient methods
for document-topic hyper parameter optimization, and tools
for inferring the topics of new documents given trained
models. In this paper, we train the biHTM topic tree on
complete Medline abstracts based on the modified Mallet
toolkit.

C. PREPROCESSING
The abstract texts of the complete Medline abstracts are
extracted from the normalized xml files with the simple API
for xml (SAX) parser. Then, we delete 127 canonical stop-
words and perform stemming for the abstract texts using the
Stanford Natural Language Toolkit [37]. Next, the abstract
texts of the complete Medline abstracts are divided into a set
of doculets with a 3-sentence sliding window. The Medline
abstracts produce a set of over 109 million three-sentence
doculets. Finally, word vectors and vocabularies are gener-
ated for biHTM training with Mallet.

D. PARAMETERS
The complete Medline abstract doculets contain more
than 20 GB of information, and training with a modifiedMal-
let toolkit on a common computer is difficult due to memory
limitations. We train the biHTM topic tree for the complete
Medline abstracts with a FAT node server with 96 Intel pro-
cessors, 3 TB of internal memory and a high-capacity shared
parallel-access disk.

E. RESULTS
Table 1 shows the key adaptive parameters of the first 3-level
biHTM tree nodes for the complete Medline abstracts. These
parameters are introduced in section III, where µ1, µ2, σ1,
σ2, α, and β are the parameters of the Gaussian mixture curve
fitting the distribution of doculets in each node. x1 and x2 are
the appropriate topic proportions used to split the doculets.
Most x2 values are distributed in [0.29, 0.40], and most x2
values are distributed in [0.58, 0.68].

The generated biHTM topic tree for the complete Medline
abstracts is shown in Figure 7. The tree contains 14102 nodes,
of which 7052 are leaf nodes. The longest path from root to
leaf is 18 levels, while the shortest path is 6 levels, with an
average of 14.35 levels. The specific semantics of the topic
words will be analyzed in the comparison section. There are
some null leaf nodes in the tree, and no doculets are split to
these nodes.

The topics of the first 3 levels are listed in the Appendix.
Figures 8, 9 and 10 show the learning process in the first
3-level nodes of the biHTM topic tree for the complete Med-
line abstracts. The distributions of doculets show obvious
bimodality in all 3-level topic nodes. A large number of
doculets are distributed in [0, 0.2] and [0.8, 1], showing that

VOLUME 8, 2020 59875



X. Lin et al.: A Top-down Binary Hierarchical Topic Model for Biomedical Literature

FIGURE 7. The biHTM topic tree for the complete Medline abstracts.

FIGURE 8. The distribution of doculets in the biHTM top level.

most of the doculets are close to 2 topics in each node.
In particular, in Figure 10, more doculets in node RL are
distributed in [0.4, 0.6]. Two topics in this node are separately
related to ‘‘therapy and risk’’ and ‘‘disease diagnosis’’, and
the correlation between the two topics is strong.

V. COMPARISON
In this section, we compare biHTM, hLDA, and HLTA in
terms of topic interpretability, topic quality and efficiency.
As a comparison, Medline abstracts are preprocessed into
a set of doculets to build the biHTM topic hierarchy, while

hLDA and HLTA use original abstract paragraphs rather than
doculets. We train hLDA using the implementation of Mallet,
and HLTA using the implementation3 in [24].
It is very difficult to train the complete Medline abstracts

with hLDA. As an alternative, more than 300,000 abstracts
are randomly sampled from the complete Medline abstracts
for comparison. The depth of the hLDA topic hierarchy is set
to 3, the number of topic words is set to 20, and the number of
iterations is set to 1000. A specific number of keywords in the
vocabulary will be extracted first in HLTA, and then the latent
topic tree will be built in a bottom-up manner. We train HLTA
with the default parameters for the same abstract sample, and
the number of key words is set to 10000.

A. INTERPRETABILITY
1) hLDA
Half the words in the topics generated by hLDA in Table 2,
such as patients, blood, study, significantly, compared, con-
trol, group, levels and rate, are redundant. There are no
obvious distinctions between these topics. It is also diffi-
cult to give good descriptions of these words. The topics
in Table 3 are slightly better than those in Table 2 and
include cardiology, nervous system, neuroendocrinology, dis-
ease with cell proliferation differentiation and apoptosis,

3 https://github.com/kmpoon/hlta
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FIGURE 9. The distributions of doculets in the biHTM second level.

FIGURE 10. The distributions of doculets in the biHTM third level.

microbiology, and DNA. The meanings of topic 2 and
topic 3 in Table 3 are very similar, and the relationships
between the topics in Table 2 are ambiguous.

2) HLTA
HLTA is different from hLDA because it explores a hierarchy
of word co-occurrence relationships. Each topic of HLTA
has several key words because a fixed number of observed
words could be chosen to train the HLTA topic hierarchy in
a bottom-up manner. It can be seen from Table 4 and Table 5
that topics resulting from HLTA are significantly better than

topics resulting from hLDA, and there are few repeated words
in topic nodes at the same level. Obviously, it can be seen
from the Table 4 that topic 1 is about medical R&D and
education, topic 2 is about academic work, topic 3 is about
respiratory disease, topic 4 is about cell division, topic 5 is
about genetics, topic 6 is about cytochemistry, topic 7 is about
cancer treatment, topic 8 is about nervous system, topic 9 is
about immunology, topic 10 is about alimentary disease, and
topic 11 is about medical imaging.

However, topic 1 and topic 2 seem similar. In addi-
tion, HLTA extracts a specific number of key words as the
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TABLE 2. The partial hLDA topics at the top level.

TABLE 3. The partial hLDA topics in the second level.

TABLE 4. The HLTA topics at the top level.

observation variables, and each word appears in only one
branch of the topic hierarchy, HLTA topic hierarchies may be
not as comprehensive as hLDA topic hierarchies. In contrast

TABLE 5. The partial HLTA topics at the second level.

TABLE 6. The partial biHTM topics descriptions in levels 1–3.

to the topics resulting from hLDA in Table 3, we do not find
topics about cardiology and endocrinology in Table 4.

The topics in Table 5 are subtopics of topics 1, 2 and 3 in
Table 4, topic 11 to topic 14 are subtopics of topic 1,
topic 21 to topic 23 are subtopics of topic 2, and topic 31 to
topic 33 are subtopics of topic 3. There seems to be stronger
associations between topic 11 and topic 1, topic 22 and
topic 2, topic 31 and topic 3 than others. In the process of
generating a topic, HLTA will select one subtopic as the main
part, and other subtopics are unimportant background topics.
As a result, the parent topic may not contain all subtopic
information.

3) biHTM
The biHTM topic descriptions of the top three levels are listed
in Table 6. The topic of node L is apparently for biological
laboratory research, and the topic of node R is for medical
clinical research.

In Table 7, with the key words cell, protein, gene, DNA,
receptor and observed, it is apparent that the topic description
in node L is for biological laboratory research, and with the
keywords patients, treatment, disease, cancer, clinical, ther-
apy and blood, the topic description in node R is formedical
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FIGURE 11. The doculet distributions of top node levels in hLDA, biHTM and HLTA.

FIGURE 12. The doculet distributions of second level node 1 in hLDA (left), second level node 1 in HLTA (middle) and second level in biHTM (right).

TABLE 7. The two biHTM topics in the top level.

clinical research, coinciding with most practitioners’ divi-
sions of biomedical-related articles. The obvious bimodality
reflects the fact that there are two types of articles in the
biomedical science literature. The above result indicates that
the topics generated by the biHTM have good interpretability.
In addition, the relationships among hierarchical topics in
the biHTM are clear and reasonable, as the child nodes of
medical clinical research in node R are disease diagnosis and
treatment and medical data analysis.

It can be seen from Table 6 that the topics resulting from
biHTM basically cover the contents in Table 3 and Table 4.
Compared with HLTA, the topics generated by biHTM are
more comprehensive, and topics resulting from biHTM are
significantly more interpretable than topics resulting from
hLDA. Although some topics resulting from all three models
are similar in meaning, the resultant topic hierarchy obtained
by biHTM is much more reasonable.

B. TOPIC QUALITY
Until now, there has been no good metric for measuring
the quality of topic hierarchies. We use topic balance and
coherence to measure quality in this paper.

TABLE 8. Coherence of hLDA, HLTA and biHTM.

The numbers of doculets in different hLDA topic nodes
vary substantially, as shown in Figure 11 and Figure 12,
and too many hLDA topic nodes are meaningless, with few
doculets in most levels. The distribution of documents in the
HLTA topic nodes is more even than that in hLDA. In con-
trast, the distributions of doculets in the biHTM topic nodes
are uniform, and the number of doculets in different biHTM
topic nodes varies, but not substantially.

Some studies have attempted to automatically and quan-
titatively estimate topic quality. Newman et al. introduced
the concept of topic coherence and proposed an auto-
matic method for estimating topic coherence based on pair-
wise pointwise mutual information (PMI) between the topic
words [38]. Han et al. experimented with normalized point-
wise mutual information (NPMI) [2].

PMI (wi) =
N−1∑
j

log
P
(
wi,wj

)
P (wi)P

(
wj
) (22)

NPMI (wi) =
N−1∑
j

log P(wi,wj)
P(wi)P(wj)

−logP
(
wi,wj

) (23)

The PMI and NPMI scores of hLDA, HLTA and biHTM in
the second level are calculated using equations (22) and (23),
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FIGURE 13. Execution times of hLDA, HLTA and biHTM with different
numbers of Medline abstracts.

respectively, and the results are shown in Table 8. Because of
the large word space and sparsity, none of the scores seem
large. HLTA achieves the highest scores due to its model
patterns of word co-occurrence using a hierarchical latent tree
model. The biHTM achieves higher scores than hLDA, with
the exception of the median PMI score. It is obvious that the
biHTM topic hierarchy has relatively good coherence.

C. EFFICIENCY
Efficiency is analyzed by employing Medline abstracts of
different sizes. In this experiment, the flat topic estimations in
biHTM are executed in two different ways: in sequence and
in parallel. In sequence, each LDA estimation step is executed
separately, and there is only one executing LDA process.
In parallel, LDA estimations can be executed concurrently in
the fat node server with themaximum amount of concurrency.
Figure 13 shows that all execution times increase when the

TABLE 9. The biHTM topics for the complete medline abstracts of
level 1–3.
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TABLE 9. (Continued.) The biHTM topics for the complete medline
abstracts of level 1–3.

size of the corpus increases; however, the execution times of
hLDA and HLTA are one or two orders of magnitude larger
than that of biHTM, as shown in Figure 13. It seems that
the execution time of HLTA is smaller than that of hLDA.
In addition, if flat topic estimations in biHTM are executed in
parallel at all levels, then the execution time of biHTM could
decrease by 1/3. Therefore, biHTM is much more efficient
than hLDA and HLTA.

VI. CONCLUSION AND FUTURE WORK
In this paper, we presented a top-down binary hierarchical
topic model, called biHTM, for mining biomedical litera-
ture. We preprocess the corpus to obtain doculets and then
iteratively process LDA estimations for these doculets and
their 2 sub-doculet sets to build a biHTM topic tree with adap-
tive training parameters. The biHTM is a heuristic generative
method rather than a probabilistic generative method, unlike
most other existing hierarchical topic modeling methods. The
biHTM can learn the topic hierarchy very quickly without
involving any latent variables. The results show that the topic
hierarchy generated by biHTM has good interpretability and
relatively high quality. In addition, the distinction between
the two sibling topic nodes of the biHTM topic tree is clear,
and the relationship between the parent node and child nodes
is reasonable. Compared with hLDA and HLTA, biHTM
is obviously more suitable for addressing with the massive
amount of biomedical literature.

A topic tree with good interpretability will provide strong
support for future work, such as biomedical document classi-
fication, information extraction, and information retrieval.

The biHTM is proposed to process biomedical literature,
such as Medline, in this paper, and it is not always appli-
cable for other large-scale text sets. Numerous experiments
can be carried out to confirm this hypothesis in the future.
In addition, biHTM can be further extended; for instance,
the number of topics generated in each node could be adap-
tively determined based on the doculets. In addition, we are
working with medical experts to analyze the topic tree for
the Medline abstracts in more detail, and we will implement
a novel text search engine for biomedical documents based
on the biHTM topic tree. We will propose these studies in
subsequent articles.
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