
Received March 2, 2020, accepted March 20, 2020, date of publication March 24, 2020, date of current version April 7, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2982970

Face Segmentation: A Journey From Classical to
Deep Learning Paradigm, Approaches,
Trends, and Directions
KHALIL KHAN 1, REHAN ULLAH KHAN2, KASHIF AHMAD 3,
FARMAN ALI4, AND KYUNG-SUP KWAK 5
1Department of Electrical Engineering, University of Azad Jammu and Kashmir, Muzaffarabad, Pakistan
2Department of Information Technology, College of Computer, Qassim University, Al-Mulida, Saudi Arabia
3Hamad Bin Khalifa University, Doha, Qatar
4Department of Software, Sejong University, Seoul, South Korea
5Department of Information and Communication Engineering, Inha University, Incheon, South Korea

Corresponding authors: Khalil Khan (khalil.khan@ajku.edu.pk) and Kyung-Sup Kwak (kskwak@inha.ac.kr)

This work was supported by the National Research Foundation of Korea-Grant through the Korean Government (Ministry of Science)
under Grant ICT-NRF-2020R1A2B5B02002478.

ABSTRACT Face segmentation represents an active area of research within the bio-metric community
in particular and the computer vision community in general. Over the last two decades, methods for face
segmentation have received increasing attention due to their diverse applications in several human-face image
analysis tasks. Although many algorithms have been developed to address the problem, face segmentation
is still a challenge not being completely solved, particularly for images taken in wild, unconstrained
conditions. In this paper, we present a comprehensive review of face segmentation, focusing on methods
for both the constrained and unconstrained environmental conditions. The article illustrates the advantages
and disadvantages of previously proposed methods in state-of-the-art (SOA). The approaches presented
comprise the seminal works on face segmentation and culminating in SOA approaches of the deep learning
architecture. An extensive comparison of the previous approaches is intuitively presented, with a discussion
of the potential directions for future research on the topic. We believe this comprehensive review and
recap will contribute to a number of application domains, and will augment the knowledge of the research
community.

INDEX TERMS Face segmentation, face image analysis, deep learning, machine learning.

I. INTRODUCTION
Image segmentation is of immense importance to mid-level
computer vision tasks, that target the jointly grouping of
image regions into coherent parts of objects. From an imple-
mentation point of view, it is the primary task in computer
vision, which allows the computer to understand and see
the image contents, classify a region or pixel in the image,
and divide the image into different parts according to visual
understanding. In this regard, extensive researchwork already
exists on image segmentation, mainly reported in the Pascal
Visuall Object Classes challenge [1].

Face segmentation is a basic task in face image analysis.
In face segmentation, a computer-based algorithm segments
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a face image according to the different regions in the face.
Semantic face segmentation allows the computer to under-
stand the face image contents at the pixel level. As such, for
semantic face segmentation, a number of complex features
are also employed.

Face segmentation has received immense attention in com-
puter vision, especially during the last two decades. For us
in this article, two reasons account for this. First, many face
analysis tasks can benefit from precise face segmentation,
such as facial expression recognition [2], [3], head pose
estimation [4], facial landmark detection [5], [6], sentiment
analysis [7], etc. Secondly, although some low level of suc-
cess has been achieved in the last 10 years, face segmen-
tation is still an open challenge, particularly with images
taken in unconstrained environments. For the above two
reasons, face segmentation remains an open problem, and
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many new SOA algorithms have been proposed from time to
time.

Face region segmentation is generally regarded as the entry
and starting points for most of the face image analysis tasks.
Face segmentation is regarded as an essential and interme-
diary step for subsequent human face image analysis. This
includes applications from the fields of bio-metric based
identification and recognition, human indexing, and robotic
control, all the way to medical and mental-state understand-
ing. Face segmentation also plays a crucial role in the devel-
opment of various intelligent environments.

II. FACE SEGMENTATION APPLICATIONS
Several computer vision applications expressively and
exhaustively rely on a robust face segmentation output.
As such, the following are (but not limited to) the typical
face image analysis tasks which strongly rely on accurate face
segmentation:

• Preserving and completion of facial identity: Due to
the ill-posed nature of face images, face completion is
quite challenging. Face completion refers to the task
of filling those regions missed for one reason or other.
Thesemissed regions are filledwith realistic synthesized
contents. In classical methods, local information is first
searched in order to find some existing patterns from
the face image [8]–[12]. The patterns are then pasted
into the targeted holes. These classical methods rely
on low-level features; therefore, they fail when certain
patches are not present within the target image. There-
fore, face segmentation is one of the best approaches for
face identity persevering and face completion. A recent
method that uses face parsing for face completion is
reported in [13]. As such, the last mentioned approach
tackles the two tasks of face parsing and face completion
using augmentation in a single framework.

• Face de-blurring: With the development and innova-
tions in face parsing approaches, the methods for face
image de-blurring have taken new directions. The face
de-blurring problem is addressed by exploiting semantic
cues between different face regions. As the human face
shares various semantic components (eyes, nose, mouth,
and chin), semantic cues provide sufficient information
for image restoration. Face image de-blurring recovers
a comparably high-quality image from a blurred input
image. Conventionally, the blurring process involves
convolution of a latent clear image with a blur filter. The
process thus formulates this de-blurring problem on a
maximum a posteriori framework. The most significant
approaches to face segmentation for addressing face
de-blurring are addressed in [14], and [15].

• Facial landmark extraction: Facial landmarks play an
essential role in human face-image analysis. Typically,
facial landmarks include the important face regions such
as the nose, mouth, eyebrows, and eyes. This is a set
of high-level features that can easily be differentiated

with the naked eye. Typically, facial landmarks can be
detected with a traditional machine learning paradigm.
It involves the training of machine learning models on
facial features using a comprehensive data set. How-
ever, these methods have shown lower performance
in unconstrained circumstances, for example, in over-
lapped faces, and wild, low and non optimized lighting
conditions. To overcome this problem, facial landmark
extraction through semantic face segmentation has been
proven an optimal way. Some recent methods that use
face parsing for landmark detection are discussed in [5]
and [16].

• Face swapping: Transferring one face from a source
image onto a face appearing in a target image to gen-
erate un-edited and realistic looking results is gener-
ally termed as the face-swapping. Face-swapping has
a number of applications. It is used for preserving pri-
vacy [17], data augmentation methods [18], and digital
forensics [19]. It is particularly helpful in applications
where training data is very scarce, for example, emo-
tion recognition. With the recent developments in face
parsing, face swapping has attracted considerable atten-
tion, as proved in [18], [20]. To swap a face while not
considering their surrounding context, a per-pixel based
label information is needed. This information is thus
optimally provided by the semantic face segmentation.

• Face beautificationMakeup makes people more attrac-
tive and beautiful. In the market, there are several
commercial makeup systems for faces. For example,
a virtual hair style (http://www.hairstyles.knowage.info)
provides a virtual approach to try different hair styles.
Some cosmetic elements such as lipsticks, eyeliners,
etc. are used for beautification in the makeover, such
as the Taaz (http://www.taaz.com). However, all such
applications strongly rely on pre-determined cosmetics,
which normally do not satisfy users’ needs. Semantic
face segmentation provides an easy way to design a
real application system that automatically recommends
suitable makeup for people. Some recent approaches
which use face segmentation for face beautification can
be explored in [21]–[23].

• Head pose estimation: Head pose estimation predicts
the orientation of head from a face image. More specif-
ically, the output of such a system consists of the pitch,
yaw, and optionally the roll angles (3D space). Arguably,
a powerful relationship exists between different face
parts and its corresponding pose. Some excellent meth-
ods for estimating head pose using the face segmentation
can be explored in [2], [4], [24], [25].

• Facial expression, age, race, and gender recogni-
tion: Psychology literature claims that close interaction
exists between face parts and several other hidden vari-
ables in faces [26], [27]. These hidden variables include
facial expressions, age, gender, and race information,
etc. Face segmentation contributes different face parts
information, which helps the human visual system in the
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identification of these variables. The literature reported
some excellent methods which segment a face image
into various semantic parts such as nose, eyes, mouth,
hair, skin, and back. These dense semantic class infor-
mation are then used for modeling a framework for the
above-mentioned face analysis tasks [2], [4], [25], [28].

• Portrait segmentation: Portrait segmentation is an art
from photography and painting. Artists seek to make
portraiture stand out and dominant from its surround-
ings, for example, by making it sharper and brighter.
The modern digital world can process a portrait image
through photography. Some methods which use face
segmentation algorithms in portraits creation are dis-
cussed in [29]–[31].

• Face recognition: Face recognition was challenging
area of computer vision ten years back. Due to recent
developments in computer vision methods, face recog-
nition is now a mature area of research with many opti-
mized algorithms. In SOA, face recognition is explored
through face segmentation as well. In these approaches,
a face image is first segmented into prominent and non
prominent regions, and then subsequently performing
the process of face recognition [32], [33].

III. MOTIVATION
The face segmentation contributes to a large number of
applications with further immense potential for computer
vision paradigm; however, face segmentation is far from
being solved, especially in the wild and unconstrained con-
ditions and still presents many open challenges. There are
also success stories as well, and some convincing work
has been reported for face segmentation, especially in the
controlled environmental conditions. However, under uncon-
strained scenarios, the problem of face segmentation is still
open for research. Several environmental factors contribute to
the robust face segmentation and affecting the performance
of an efficient face segmentation system. These include but
not limited to; occlusions, changes in illumination conditions,
noise in various forms, changes in facial expressions and head
poses, etc. Moreover, the number of available datasets for
face segmentation is minimal. There are only three major
datasets with some convincing data, including HELEN [34],
FASSEG [35], and LFW [39]. A subset of LFW is used in
literature for face segmentation with name LFW-PL. HELEN
is the only dataset with sufficient data and a large number of
classes.

In most of the computer vision tasks that are based on the
model learning paradigm, the availability of data for model
learning is a crucial and essential requirement for the success
of the concerned task. The unavailability of a large face
dataset is one major bottleneck towards the development of
a mature and optimal face segmentation system. Also, over
the last decade, some methods have been developed for face
segmentation; however, researchers still need efforts towards
the development of an optimal and accurate face segmenta-
tion framework. Such factors, variables, and issues in SOA

motivate us to study the concerned area with a keen interest
and analyze the developments, approaches, new applications,
and directions in the face segmentation domain. Moreover,
the shift from classical to deep learned approaches also moti-
vates us for a very detailed and up-to-dated review, which can
help several researchers and contribute to several applications
and domains.

IV. CONTRIBUTIONS
Among the contributions, from this paper, we present a com-
prehensive review of face segmentation, focusing on methods
for both constrained and unconstrained environmental condi-
tions. We present the advantages and disadvantages of SOA
methods by initially focusing on the seminal approaches for
face segmentation, culminating in SOA approaches based on
the deep learning architecture. A comparison of the previous
approaches thus leads us in the potential directions for future
research on the topic. We believe such a comprehensive
review and recap will contribute to a number of application
domains, and will augment the knowledge of the research
community.

To the best of our knowledge, our proposed article in this
direction is the first effort that combines the literature on face
segmentation over the last two decades. We particularly focus
on SOA face segmentation systems that have been developed
over the last 10 years, with a focus on the shift in SOA towards
the new paradigm of the deep learning architecture.

The rest of the paper is organized as follows: Section V
presents a description of different datasets that are available
for face segmentation. Section VI discusses the face seg-
mentation approaches reported so far. Section VII presents
a detailed comparison between the approaches reported to
date using the available datasets. Finally, we conclude the
article with a useful discussion and some future directions in
Section VIII.

V. EXISTING DATASETS
The performance of the face segmentation model was evalu-
ated with publicly available datasets. Face parsing is a rela-
tively new and less explored research area. There is very little
available data related to the face parsing task. In this section,
we discuss the available face segmentation datasets, that can
be used as benchmarks. A list of all face parsing databases
and details is presented in Table 1.

A. HELEN
HELEN consists of face images that are collected from
Flicker, having much diversity compared to other SOA
datasets. A face detection algorithm was run to extract face
parts information. The images were searched in Fliker with
keywords such as ‘‘family,’’ ‘‘outdoor’’, ‘‘boy’’, etc. All the
images are high-quality, as low-quality images were filtered
out after collection. These images were manually annotated
through Amazon Mechanical Truck, which helps somehow
to locate face parts such as eyes, nose, mouth, etc easily. This
manual annotation requires an unusual amount of review,
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TABLE 1. Major face segmentation datasets.

FIGURE 1. Sample images from the HELEN [34] dataset.

as post-processing of the data is also needed immensely to
ensure the best quality results. Still, this annotation is not
accurate as only one person is involved in all the labeling
process. Some images from the HELEN database are shown
in Figure 1.

To the best of our knowledge, HELEN is the largest
database so far addressing maximum face classes. The
database consists of 2,330 face images which are anno-
tated with 11 labels. These labels include back, skin,
nose, left brow, right brow, left eye, right eye, upper lip,
lower lip, inner mouth, and hair. The original database is
divided into 2,000 training, 230 validation, and 100 testing
images.

Some face parts of HELEN are inaccurately annotated; for
example, the skin class is not accurately differentiated from
hair and nose mostly. These images were re-annotated by
Lin et al. [42], which they named the HELEN* database.
Only training and validation sets were re-annotated; the test-
ing set was kept as before. Figure 2 shows HELEN images
and the corresponding HELEN* face images.

B. FASSEG
FASSEG contains around 500 face images, which were man-
ually annotated into six face classes including, nose, hair,
mouth, skin, eyes, and back. The database further consists of

four subsets of face images. Three subsets are frontal images,
namely frontal01, 02, and 03, whereas the fourth subset,
namelyMultipose01 consists of face images inmultiple poses
from −90◦ to +90◦.
The first subset (Frontal01) contains 70 RGB images and

corresponding ground truth masks. Original RGB images
are taken from two other databases, one from the Mas-
sachusetts Institute of Technology Center for Biological and
Computational Learning [43] and the other from Faculdade
de Engenharia Industrial (FEI) in Sao Paulo, Brazil [44].
Images were arranged in two separate folders, one for train-
ing and other for testing. The second version (Frontal02)
contains the same set of images, but ground truth data was
created with extreme care. Figure 3 shows some images from
FASSEG V-0 and V-1.

FASSEG V-2 contains 150 face images taken from
another database Siblings [45]. Images in this version are
high-resolution frontal images that are captured in differ-
ent orientations, under changing illumination conditions, and
with various facial expressions. Figure 4 shows some images
from FASSEG V-2.

The last version contains multi-pose 294 face images,
which were also manually annotated with image editing soft-
ware. These images are of different poses between −90◦

to +90◦. The difference between the two poses is 30◦.
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FIGURE 2. Comparison of the HELEN and HELEN* databases. First row shows HELEN and second row corresponding
HELEN* images.

FIGURE 3. Face images from FASSEG database. From left hand side:
original image, ground truth (V-0) and ground truth (V-1) respectively.

FIGURE 4. Sample original and corresponding ground truth images from
FASSEG V-2 database.

FIGURE 5. Sample face images from FASSEG V-3 database, first row
shows original and second row shows the ground truth images.

These images were originally taken from the Pointing’04 [46]
database. Figure 5 shows some images from this version of
the database.

C. LFW
Labeled faces in the wild (LFW), with parts labeled (PL)
database which is also known as (LFW-PL) does not pro-
vide class labels for the entire face image. LFW-PL contains

2,927 face images that were manually labeled into three
classes: skin, back, and hair. The images were collected from
the internet, and face detection was performed by Jones and
Viola [47]. All images are collected in unconstrained condi-
tions. LFW is divided into 1500 training, 520 validation, and
927 testing images.

D. MULTI-FACE
Multi-face database was also collected in unconstrained con-
ditions. Multi-Face contains multiple faces in a single image.
It is a larger database of 9, 645 face images. Pixel-wise
labeling was performed for three classes: skin, back, and hair.
The original database images are divided into 9,045 training,
200 validation, and 200 testing images. The image size was
kept sufficiently large (512 × 512) to keep different face
contents in good form.

E. Figaro1K
Figaro1k contains 1050 images. All images were annotated
for hair class only. Each image is labeled with one of seven
hairstyles, including wavy, straight, curly, kinky, braids,
short, and dreadlocks. As the database was specifically devel-
oped for hair segmentation, the face is often not visible in
the image. In some cases, multiple samples are captured for
a single candidate. For this reason this database can be used
only for hair segmentation.

F. CelebA
CelebA is a large database of more than 200,000 images.
The number of participants in the database is also sufficiently
large (10,000). These images were captured in unconstrained
conditions. Several mis labelling of the hair class can be seen
in the CelebA images. Only four hair classes, including black,
brown, grey, and blond, are defined for hair tone.

As can be seen, the number of publicly available datasets
for face segmentation is very limited. The last two datasets
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FIGURE 6. Taxanomy of face segmentation used in this paper.

provide class labels for hair only. However, some authors
used limited sets of images from Figaro1k and CelebA for
face segmentation [48]. Along with these standard datasets,
some limited images of other databases are also used for face
segmentation, [49]–[54]. However, images in these papers are
mostly not available publicly, and details about the images
are not provided in some cases. For more details, references
in Table 3, 4, and 5 can be explored further.

VI. FACE SEGMENTATION APPROACHES
In this section, we discuss various methods used to address
face parsing. We do not claim a generic taxonomy for face
segmentation; instead, we organize each face segmentation
system based on the fundamental method that underlines
implementation.We discuss sufficient references where these
proposed algorithms were used previously. We present a
detailed discussion regarding the advantages and disadvan-
tages of each algorithm. Figure 6 shows a taxonomy of the
approaches discuss in this paper.

A. GEOMETRIC METHODS
Geometric methods are based on first localizing some facial
points in a face image and then performing face pars-
ing. These methods strongly rely on active shape model-
ing(ASM) [55], which is used for statistical shape modeling
of various parts of the face. These methods also rely on
discriminating clues among different face parts. ASM-based
methods are similar to the way the human brain identifies
various face parts.

In geometricmethods, face parts are first localized and then
pre-processed. After pre-processing, landmarks information
is extracted, and affine transformation applied, which makes
sure that pupils in the image are not disturbed with respect to
location after alignment. As a result, facial constituents are of
similar sizes in different face images.

A method for face segmentation through facial landmarks
was introduced by Segundo et al. [49]. The framework was
developed for automatic process- embedding face recognition
with depth information. The segmentation method combined
edge detection, shape analysis, and clustering for extracting
face regions, whereas landmarks detection combined surface
curvature information to find the eyes and nose. The influence
of face segmentation on face recognition was also addressed
in this work.

Hernandez et al. [6] proposed a facial expression recog-
nition system using face parsing. The proposed algorithm
first identified regions of interest. These regions included
eyes, mouth, forehead. A face image was segmented into
two regions, forehead and mouth. In the next phase,
each region was segmented into blocks, where each block
was characterized with 54 Gabor functions. In the next
phase, dimensionality reduction was performed with prin-
ciple component analysis (PCA). The final feature vector
was then given to the support vector machine (SVM) for
training.

Guo and Qi [56] addressed face parsing by applying a
low-rank matrix decomposition method to face images. In the
proposed work, the features parsing problem was formulated
as sparse noise detection while recovering a low-rank matrix
from the face image. To enhance the feature-parsing, a linear
type of transformation matrix of linear type was learned,
which further boosted the discriminant feature extraction
phase. The algorithm was also extended to facial landmark
extraction with derived parsing maps. The method was eval-
uated on some comprehensive SOA datasets.

A semantic face parsing method proposed in [57] is guided
by specific pose information that is encoded in a set of
keypoints or landmarks. The framework combined face pars-
ing and facial landmarks estimation in a single model. The
proposed framework was based on deep convolutional neural
networks (CNNs). The model was evaluated on standard
datasets LFW and HELEN, reporting better results compared
to other SOA processes.

Luu et al. [5] combined ASM and the GrowCut algorithm
to develop a face parsing system more robust to certain
variations. The variations includedmultiple facial expression,
lighting conditions, and some other environmental factors.
Similarly, an automatic method for three-dimensional hair
modeling was introduced by Chai et al. [58]. Hair modeling
was performed from portrait images without user interac-
tion. Several hair geometries were generated through this
method, which also estimated hair growth direction along
with hair segmentation. Some novel applications of the pro-
posed method were also introduced, such as hairstyle space
navigation and hair-aware image retrieval.
Merits and Drawbacks: These methods have some advan-

tages over the other reported methods. For example, geomet-
ric methods are robust to pose, facial expressions, translation
and rotation variations, and lighting conditions. Very less
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information is needed for the implementation of these meth-
ods; hence the computational cost is very less. ASM-based
face parsingmethods also face some severe drawbacks. These
methods ignore skin and other parts facial texture information
that are important cues for different face parts segmentation.
As a result the relevant information is lost during feature
extraction stage. Occlusions and far-field imagery conditions
also significantly affect the performance of these methods.
In short, the landmarks localization is itself very tricky and
challenging.

B. HOLISTIC METHODS
In holistic methods features are extracted from statistical
information by considering the image as one-dimensional
vector. These methods always assume a specific relationship
between 2D face image properties. Statistical learning meth-
ods are used to build a classifier through a large number of
images.

Yacoob and Davis [59] built a model for hair segmenta-
tion, adopting a region growing strategy. The method faced
difficulty when a significant change in hair color occurs from
one region to another. The technique was facing specifically
difficulty with dark color. Along with skin detection, lips and
eye extraction were also explored. Hajiarbabi and Agha [60]
introduced a method that performs face detection along with
different face parts segmentation. The neural network was
used as a classification tool in this work.

In the method proposed by Warrel and Prince [61], face
parsing was addressed from an image labeling perspective.
First, a per pixel unary classifier was learned, and then dense
labeling of facial images for four face parts was estimated.
The estimated face parts included mouth, hair, mustache, and
hat. The proposed method considered large scale variations
both in shape and appearance characteristics in the wild face
images. The authors used the Adaboost classifier for classifi-
cation.

A face segmentation algorithm based on learning vec-
tore quantization was proposed in [62]. Neighboring neurons
learned to identify adjacent segments of the input space.
The authors tested the proposed framework under different
illumination conditions, claiming robustness to illumination
changes as compared to other SOA methods.

The problem of multi clas face parsing was addressed by
Khan et al. [63]. The authors extended the labeled set into
six face classes. The proposed framework was evaluated with
only 70 images; 20 for training and 50 for testing phase. Three
kinds of features, including shape, color, and position infor-
mation were extracted to train a random forest classifier. The
computational cost of the method was high as the algorithm
was not properly optimized taking into account the speed
factor. However, the authors tried different combinations of
features and obtained pixel labeling accuracy of 93%, which
is sufficiently high.

Seak et al. [64] proposed a face segmentation model
utilizing a saliency map incorporating both top-down and
bottom-up saliency methods. The top-down approach used

skin color data, which was obtained from a training set to bias
the skin saliency map. The bottom-up method utilized both
color and intensity information maps from the testing images.
The saliency map was computed from normalized extracted
feature maps and center sound difference. A moving square
window was used to find a point with comparatively high
energy in the saliency map. The extracted point was marked
as a facial region. The method was tested both with simple
and complex background scenarios.

Scheffler and Obodez [51] introduced a model using four
face classes; hair, back, skin, and clothing. For each label,
a spatial prior was also learned. The local label consistency
was encoded with a markov random field. The proposed
model was evaluated on a limited set of images that were
collected under constrained imaging conditions.

Subasic et al. [52] proposed a face segmentation algorithm,
particularly for electronic identity document recognition. The
proposed model segmented a face image into five regions:
hair, skin, back, shoulders, and padding frame. The proposed
algorithm consisted of two steps: over segmenting and face
labeling. Image was segmented into homogeneous regions
firstly, and then labeling of the regions was performed.
For segmentation, the mean shift segmentation strategy
was adapted, whereas for labeling Adaboost classifier was
used.

A model robust to hair shape was introduced by
Wang et al. [65]. The proposed model, which is exemplar-
based modeling, has a particular focus on hair segmenta-
tion. The same authors improved the earlier work [66]. The
output of the segmentation parts were regularized in the
latter approach through labeling strategy. The later model
was a statistical model, where each face part was utilized,
and the co-occurrence probabilities between face parts were
estimated. Another exemplar-based face parsing method was
proposed by Smith et al. [67]. The proposed work was
inspired from a general scene segmentation scenario. The
method assumed a dataset of exemplar human face images,
where each face image was associated with a manually
labeled segmentation map. When a test image was given to
the framework, a subset of exemplar face images from the
dataset was selected. A nonrigid wrap was computed for each
image to align the database imagewith the test image. Finally,
labels from exemplar images were propagated to the testing
images in a pixel-wise manner.

Hair is an essential element that characterizes people’s
appearance easily. A method proposed by Svanera et al. [68]
can detect hair from the remaining face parts. The authors also
proposed a novel multi-class image database in the paper. The
image patches were classified into hair and non-hair parts.
Two kinds of features were extracted from square patches,
including histogram of oriented gradients (HOG) [69] and
linear ternary patterns [70]. A segmentation accuracy of 85%
was obtained with the proposed method. A binary clas-
sification method using neural networks was proposed by
Guo and Arabi [71]. The proposed model was applied to
hair and non-hair patches only. The proposed method used
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a pre-trained heuristic classifier for this task. The classi-
fier segmented the image data into three clusters, includ-
ing high-confidence negative, high-confidence positive, and
lastly, low confidence set. The high confidence set initially
trained a neural network, which further classified the low
confidence set.

Another work in [36] tackled the problem of hair analy-
sis. The authors performed three tasks, i.e., hair detection,
segmentation, and style classification. First, hair probability
maps were built by classifying patches through extracting
features through CNNs. For classification, the authors used
Random Forest. A database for various hairstyles and colors
was also proposed, named Figaro1k. The hairstyle was clas-
sified into seven classes including, wavy, kinky, curly, braids,
straight, short, and dreadlocks.

Two methods closely related to face parsing are proposed
by Shen et al. [14], [15]. These methods adapted knowledge
of one domain and achieved practical results for the respective
applications. Another method introduced in [72] addressed
face parsing and face beautification in a single framework.
The first function made makeup recommendation for a per-
son. The visually similar face was found from a database
of images in the first stage. The second function transfered
a reference face makeup to the desired makeup face. Five
criteria were fixed for makeup transfer from the reference
model to the desired model.
Merits and Drawbacks These methods have some advan-

tages over other competitive methods. For example, these
are simple methods with a straightforward implementation
strategy. These methods do not need any negative training
data in the training phase. Similarly, templates for the training
phase can be added at any time for expansion, which allows
the architecture to adapt to changes in conditions if needed.
These methods are suited both for high and low-resolution
images. Literature also reports some serious concerns regard-
ing these methods. For example, holistic approaches assume
that the system already detects the head part. The localization
error which occurs degrade the system’s accuracy. A large
amount of training data is needed which makes the system
computationally expensive. Similarly, No mechanism exists
for handling occlusion problems. And lastly, the pairwise
similarity is another issue face by these methods.

C. CONDITIONAL RANDOM FIELDS
Conditional random fields (CRFs) are frequently used for
image labeling, and adjacent regions are well modeled
with these methods. However, CRFs have limitations when
dealing with complex scenarios. Complementary to CRFs,
restricted Boltzmann machine (RBMs) are used to model
global shapes that are produced by segmentation models.
In some recent methods, CRFs are also combined with deep
learning architectures, producing promising results. In this
subsection, various methods where CRFs, CRFs combined
RBMs, and CRFs combined with deep learning architectures
are discussed.

An algorithm for face parsing through CRFs was proposed
by Khan et al. [48]. In the proposed model, each node corre-
sponded to superpixel, whereas the neighboring superpixels
are connected through edges to the nodes. The label set was
extended to six classes, including mouth, nose, hair, skin,
back, and eyes. The proposed model was evaluated on three
datasets FASSEG, Figaro, and LFW.

A method proposed in [73] combined the strength of both
CRFs and RBMs in a single framework. The combinedmodel
predicted labels for three classes, including skin, hair, and
background. Themodel was evaluated with challenging LFW
database. The results obtained with the combined framework
were much better with CRFs alone.

Face labeling through CRFs having unary and pair-
wise classifier was introduced by Liu et al. [38]. The
proposed model was a multi-objective learning method
that optimizes a deep CNNs with two different distinct
non-structured loss functions. The network was regularized
with a non-parametric prior channel in addition to the colored
image, achieving better performance as compared to previous
results. The algorithm was evaluated with two challenging
datasets; LFW and HELEN.

A CRFs over a four connected graph, including CNNs,
recurrent neural networks (RNNs) were trained, and then
estimation was done via an adversarial process in work pro-
posed by Guclu et al. [74]. The model learned both unary and
pairwise potentials. Themulti-scale contexts were aggregated
while controlling higher-order inconsistencies.

A fully convolutional networks (FCNs) combined with
CRFs architecture was used by Zhou et al. [75]. The pro-
posed FCNs integrated three sub-networks, including unary,
pairwise, and continuous CRFs into a single framework.
Low-level details and high-level semantic information were
extracted through convolutional and deconvolution structure.
The pairwise network learned the semantic edge contexts.
Based on the super-pixel pooling layer and continuous CRFs,
the pairwise and unary networks were combined via a unique
CRFs. The proposed framework was evaluated on HELN and
LFW datasets.

A sparse FCNs for face parsing was proposed by
Dong et al. [76]. As compared to other methods, FCNs have
shown strong capabilities in learning representation, specif-
ically for semantic segmentation, which was fully utilized
by the authors. As FCNs mostly suffered from redundancy
problems, which was solved by the authors through specific
strategy. A group Lasso and intra group lasso regularization
were used to sparsify the convolutional layers of the fully
convolutinal networks. The regularization framework given
the algorithm the capability of better feature selection and
higher sparsity. The framework was also integrated with
CRFs, which refined the output labels of the sparse FCNs.
Segmentation accuracy was increased by 11% through sparse
convolutional networks.
Merits andDrawbacks:CRFs are probabilistic frameworks

used for various face parts labeling. In face parts labeling
throughCRFswe already define some conditional probability
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distribution over some specific label sequences. For example,
it is very unlikely that nose region will be near the back-
ground or hair. The background label will be always close to
either skin or hair class. This conditional nature results in the
relaxation of the independence assumption that is required
by the other competitive methods. Secondly, CRFs based
methods also avoid the label bias problem which is faced by
other modeling methods. Despite of the recent developments
of face segmentation models, its modeling is still an open
challenge. A unified shape model is still lacking that can
capture all information of face parts in various rotations. It is
also time consuming to generate a face segmentation model
under various facial shape variations, as more complex model
require more training data. For example, if there is occlusion
problem, complete face segmentation is infeasible.

D. HYBRID MODELS
Hybrid methods are also known as multi-tasks methods.
Thesemethods were first introduced by Caruana [77]. As face
segmentation is closely related to several other face image
analysis tasks, including head pose estimation, facial expres-
sion recognition, gender recognition etc., some recent meth-
ods [76], [78], [79] proved that better performance can be
obtained with a multi-tasks framework instead of single iso-
lated task model. In this Subsection, hybrid models targeting
such multi-tasks methods are discussed.

An interesting hybrid model addressing different facial
attributes was introduced by Huang et al. [33]. A segmen-
tation model was trained through a limited set of images. The
proposed multi-tasks model was used for face recognition
in the unconstrained conditions. The framework was also
extended to head pose estimation with three simple posses,
including frontal, left, and right profile images.

A face parsing model was introduced by Khan et al. [63].
The proposed model segmented an image into six
semantic classes. The same work was extended by
the authors to multi-tasks frameworks in some other
papers [2]–[4], [24], [28]. The work proposed in [2], [3] was
addressing three different tasks, including facial expression
recognition, gender recognition, and head pose estimation.
Authors of these papers performed extensive experiments and
used different combinations of facial features. Similarly, [4],
[24] included head pose estimation along with face segmen-
tation. Some more advanced form of the hybrid frameworks
were proposed in [25], where face segmentation, head pose
estimation, facial expression and gender classification were
included in a single unified frameworks.

An end-to-end face parsing model was presented in [80].
Wei et al. proposed a method that automatically regu-
lated receptive fields and obtained better performance on
face segmentation. The model generated facial labels in a
multi-task scheme. Some improvement and advancements in
the lastly mentioned method were proposed in [81] which
predicted landmarks information along with segmentation
results.

Ghiasi et al. [82] designed a model working both for
face mask estimation and landmarks localization. This work
used a deformable parts model, particularly for occluded
faces. Another idea was presented in [83] based on graph
cut refinement. The lastly mentioned two methods focused
on differentiating face and non-face pixels.

Another hybrid model was proposed by Liu et al. [38].
In the first stage, face parsing mask was predicted and then
semantic contours for facial parts are estimated. For different
hair style classification, a mixture model was introduced by
Lee et al. [84]. The model also learned color distributions for
skin, and back.
Merits and Drawbacks: Many existing algorithms focus

on a single face image analysis task. These methods do
not consider interaction among some other latent factors
within a face image. However, it has been proven that sev-
eral face image analysis tasks have interactions with each
other through latent factors. For example face segmentation
is closely related to head pose estimation [24], facial expres-
sion and gender recognition [2], [28] etc. Such multi-task
learning not only reduces algorithm design computational
costs but hidden variables within a face image also help each
other through knowledge transfer. Hybrid models jointly train
multiple networks that consider the interaction between the
target face segmentation task and some other secondary tasks
such as head pose estimation, facial expression recognition
etc. Such methods requires labeled data from all face image
related tasks and in such cases the training phase becomes
quite cumbersome, as more and more tasks are involved.
This process not only increases the computational cost of the
framework, bult also reduces the overall performance of the
proposed framework.

E. DEEP LEARNING-BASED METHODS
Deep learning-based methods have shown excellent perfor-
mance in different visual recognition tasks in recent days.
Deep learning-based techniques improve the more complex
scenarios in computer vision specifically. Several limitations
in themachine learningmethods aremitigated with the transi-
tion of these methods to the newly introduced deep learning
architectures. In this subsection, various face segmentation
methods developed through deep learning are discussed.

Two different convolution sampling paths were intro-
duced by Zho [75]. The two sampling paths were named
as top-down and bottom-up methods. To each convolutional
integral, shared weight was also added. According to the
authors, a shared weight improved the accuracy of the face
parsing network. The proposed model has fast, as the number
of parameters was less and the calculation speed rapid. The
model was evaluated on two challenging datasets, HELEN
and LFW. The work proposed by Wei et al. [85] targeted face
parsing network for real-time interface speed. The structure
of the traditional FCNs was revisited, and improvements
were made to introduce a unique face parsing method. Nor-
malized receptive field was added to the structure to make
the system computationally better for real-time applications.
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Another function named as statistical contextual loss was
also added to the structure of the network. The statistical
contextual function regularized features in the training phase.
The network was further accelerated by a semi-supervised
distillation scheme that transfered the learned knowledge to
the network. The performance of the proposed system was
evaluated on HELEN and LFW datasets, achieving better
results as compared to previous results.

Khalil et al. [40] proposed a face parsing module using
CNNs and a deep learning architecture. The performance of
the proposed framework was evaluated with three datasets
HELEN, LFW, and FASSEG. Lin et al. [42] proposed a
face parsing method inspired by the physiological vision
system of human. This was also a convolutional neural net-
work which was addressing the dilemma between a limited
sized region of interest and area of peripheral information.
The HELEN dataset was also re-labeled as most of the
regions in the HELEN images are mislabeled with near-by
regions. The authors also used LFW along with HELEN for
experiments.

Yan et al. [86] proposed a face parsing platform for mobile
applications. The proposed model was evaluated on both
iPhone and Android systems. The designed method is based
on fully convolutional network which works on live face
parsing. The proposed CNNs based model was implemented
on the iPhone having the Apples’s CoreML framework.

A novel face parsing method through a fully convolu-
tional encoder/decoder network was presented in [87]. It is
an end-to-end network that was optimized by minimizing
the two-loss functions: the negative-log-likelihood and the
L1 loss. The network accuracy was also improved with
dilated convolution, transfer learning, and skip layer. To fur-
ther enhance the network performance, maximum connected
region extraction was also added to the output of the network.
The proposed framework was evaluated with the HELEN
database.

Borza et al. [88] proposed a method for hair analysis in
images collected in the wild. Authors applied an FCNs in
their method. A face image was segmented into three dense
classes, including hair, face, and back. The proposed frame-
work also provided information if the person has baldness
or not. The hair tone was also predicted through a color
recognition module. Color features at the super-pixel level
were extracted, and then the random forest classifier was
used for training. The authors of the paper also contributed a
database of 3,500 images. Images from the CelebA database
were re-labeled as the labeling process in CelebA is not
accurate.

A hierarchical representation of CNNs and RNNs was
combined in [38], [89]. The RNNs part enabled an excel-
lent interface over a global space with the help of semantic
edges, which were generated by a local CNNs model. The
suggested framework was fast, as the CNNs architecture is
shallow, and the RNNs have very few parameters due to their
spatial nature. The model was applied to both coarse and
fine-grained parsing tasks. A two-stage strategy was adopted

for fine-grained parsing, first identifying the regions of inter-
est and secondly segmenting the detailed components. The
method achieved SOA performance on challenging datasets.

Primarily motivated by semantic-scene understanding,
another face parsing method using FCNs was introduced by
Vijay et al. [90]. The framework consisted of an encoder
and a decoder followed by a classification layer. The encoder
architecture was topologically same to the thirteen convolu-
tional layers in the VGG16 [91] framework. The proposed
network was named SegNet by the authors. To perform
non-linear up sampling, the decoder used pooling indices
in the max-pooling stage. The proposed face segmentation
framework was tested against SOA methods, claiming better
results as compared to previous results.

Saito et al. [92] proposed a face parsing method consid-
ering in the wild environment. According to the authors,
the performance of the face parsing frameworks decreased
when exposed to datasets collected in the un-controlled con-
ditions. The proposed algorithm also considered conditions
such as occlusion, accessories, visual artifacts, and other envi-
ronmental factors. Non-face regions were initially masked
out in the proposed method. The background concept of
the algorithm was based on re-purposing CNNs, which are
originally designed for general semantic image segmentation.
The performance of the framework was improved through
specific strategies for data augmentation and designing better
complementary characteristics.

A face attribute classification method based on an attribute
aware correlation map and CNNs was proposed in [93].
The correlation information between attribute label and pixel
location information was provided by attribute aware corre-
lation map. The correlation map of a specific attribute pro-
vided sufficient information regarding various regions where
relevant segment features were extracted. Different relevant
face parts regions were discovered through correlation maps
of the particular attributes. Columns of CNNs were trained
through face parts information. The proposed framework was
evaluated with a subset of LFW dataset.
Merits and Drawbacks: The performance of traditional

machine learning methods was impressive with images col-
lected in controlled laboratory conditions. However, when
these traditional machine learning methods were exposed to
images collected in the wild, their performance decreased
significantly. Unlike traditional machine learning methods,
deep learning base methods learn a higher level of abstraction
from input face image data. The need for feature engineering
is much reduced with these methods. Consequently, these
methods outperform previous results collected with tradi-
tional machine learning methods. Along with advantages,
these methods are also facing some serious drawbacks. Deep
learning is very complicated procedure which requires dif-
ferent choices by the practitioner. For example, setting the
transfer and activation functions of the training algorithm
and son on. Researchers mostly rely on a trail and error
method to know about more proper model. As a result, deep
learning based methods tend to take more time as compared
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to traditional machine learning methods. In nutshell, deep
learning based methods are the definitive methods for solving
face parsing problem, but still their use has been sporadic till
date. Since these methods are comparatively recent, still the
need of establishing their usefulness for face segmentation
task is needed. Training a deep learning based face parsing
model with many hidden layers and flexible filters is more
effective way to learn high and deep level features. However,
this process may under-perform if insufficient training data is
available.

VII. COMPARATIVE ANALYSIS AND DISCUSSION
We perform a detailed comparison of the existing SOAmeth-
ods on all available face segmentation datasets. Along with
HELEN, FASSEG, and LFW;Multi-Face is another database
that provides face labels for three parts, however it has been
less used in the literature to date. Details about all datasets are
summarized in Table 1. Reported results for all the datasets
used between 2009-2020 are summarized in Table 3, 4, and 5.
Some concluding remarks that emerged from the propsed
methods and reported results are summarized in the following
paragraphs:

• The number of datasets introduced for face segmenta-
tion is limited. The images ranges from flat background
such as FASSEG to more complex scenario, for exam-
ple LFW. Although the number of images in LFW are
comparatively less, however, images are collected in the
unconstrained conditions. As compared to FASSEG and
LFW, HELEN is a better choice as the number of images
are also large and sufficient face classes are included.

• Since only three major datasets exist for complete face
parsing, most of the methods follow some standard
image setting. LFW has 2,927 images that are collected
from the internet, all having unconstrained imaging con-
ditions. The size of these images is 250 × 250 pixels.
The LFW-PL database is divided into three parts with
1500 training, 520 validation, and 927 testing images.
HELEN is a comparatively larger dataset with 2,330 face
images. Class labels are provided for 11 different parts.
The images size is 400 × 400 pixels. A standard image
setting followe are such that 2,000 images are used for
training, 230 validation, and remaining 100 for testing
purposes.

• Most of the papers are evaluated with frontal images,
as HELEN and LFW are available with frontal images
only. Only FASSEG is available in both frontal and
profile cases. As quality of the images in FASSEG is
comparatively better, the reported results for profile face
images are also satisfactory. For more detailed results on
FASSEG, these papers [2], [24], [25] can be explored.

• Ground truth data for all the three datasets HELEN,
FASSEG, and LFW are created manually. All masks
have been produced through a commercial image editing
software. In this kind of labeling, no automatic seg-
mentation tool is used. Such kind of labeling is highly

depended on the subjective perception of a single person
involved in labeling. Hence, it is not possible to provide
an accurate label to each and every pixel in a face
image. Differentiation and labeling of certain boundary
regions are particularly challenging in some cases; for
example, the nose region from the skin region can not
be differentiated easily. Ground truth data for FASSEG
is more accurate as compared to HELEN and LFW,
as the dataset is available in three different versions. The
authors of the FASSEG tried their best to create precise
ground truth, by bringing improvement in each version.
However, the number of classes in FASSEG is 6, which
is less as compared to HELEN having 11 classes. The
LFW ground truth ranks third as far as creating ground
truth is concerned. As images in LFW are collected in
the wild conditions and quality of the images is also very
poor, hence different regions are mixed with each other.
The number of class labels in LFW is also only three.

• Two kinds of evaluation metrics are used for face pars-
ing: F-measure and pixel labeling accuracy (PLA). For
more details, results are also reported in the form of
confusion matrices by some papers [4], [25], [63], [98].
Results reported for FASSEG are in PLA, whereas
remaining datasets are evaluated with F-Measure. Con-
fusion matrix presents a clear picture of the results,
as it is clear which classes are mis-classified with oth-
ers. In Table 3 I-mouth represent F-measure/PLA for
inner mouth, U/L-lip for upper/lower lip and the overall
F-measure/PLA represents a union of all face compo-
nents including brow, eyes, nose, and mouth labels.

• Face segmentation is an active research topic in com-
puter vision. Table 2 presents a summary of the research
conducted between 2009 to 2020 on the face segmen-
tation. Table 3, 4, and 5 present more clear picture as
detailed results for each algorithm are reported. The
F-Measure and PLA values are reported directly from
the original papers. As can be noticed from Table 3, 4,
and 5 F-measure and PLA values are improving day by
day on the standard datasets with deep learning.

• Some authors claim that a detailed look at the PLA
and F-measure values reveals that SOA performance
on both deep learning and traditional machine learning
is almost same on face segmentation task. For exam-
ple [2], [24], [25] show that traditional machine learn-
ing methods perform better than the newly introduced
deep learning methods. From the previously mentioned
paper [2], [24], [25] it can be noticed that classical
methods where handcrafted features are utilized perform
better than deep learning based methods. Through this
comparison, the authors are not justifying that deep
learning based methods perform poorly as compared to
traditional machine learning methods, rather they argue
that much better understanding of the deep learning
methods and its implementation to face segmentation
task is needed. For example in [2], [24], [25], a possible
reason for poor performance reported by the authors is
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TABLE 2. Head pose estimation, year wise development.

TABLE 3. Face segmentation results in the form of F1-measure and comparison of SOA methods for HELEN dataset for 11 different classes including skin,
nose, upper lip, inner mouth, lower lip, eye, eyebrows, mouth, and hair.

limited data scenario, which is a major weakness faced
by deep learning based methods. However, we argue
that deep learning-based methods show better results
on many challenging datasets. We noticed that deep

learning based methods (particularly CNNs) combined
with CRFs perform much better as compared to CNNs
alone. Although CNNs is an excellent tool for face
segmentation, however, CNNs based methods face some
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TABLE 4. Face segmentation results reported with pixel labeling accuracy for various methods for 6 different face classes including nose, hair, mouth,
skin, eyes, and back.

TABLE 5. Face segmentation results reproted with F1-Measure for SOA methods for LFW dataset. The number of face classes are 3 including skin, back
and hair.

technical hurdles when applied to pixel-wise face pars-
ing alone. These reasons are listed bellow;
– Firstly, very diverse, deeply contextual and mutual

relationship among various face components for
face segmentation should be addressed when pro-
viding pixel-wise labels to different face parts. For
this reason, combination of CRFs and deep learning
is a best choice.

– Secondly, to highlight and recognize the smaller/
minor labels (e.g. eyes, eyebrows, nose, and
mouth), the estimated label maps are necessarily to
be detailed preserved. However, previous works of
face segmentation with CNNs only predict the pixel
labels of low resolution pixels. Their prediction
is also very coarse, and not optimal for the fine
grained segmentation.

– Third, the CRFs consider the face segmentation
specific context constraints in a much better way,
such as the smoothness of local super-pixels and
uniqueness for a specific semantic region. The
CNNs or other deep learning methods alone does
not consider this factor effectively. All pixels within
a super-pixel or nearby super-pixels should have
more possibilities to be given the same seman-
tic class label. The high probability of estima-
tion for a class label from nearby super-pixels
help the label inference through leveraging the
specific location priors. Furthermore, to retain a
specific region integrity, all pixels with the same
region (e.g. skin) are predicted with same class
label.

– Lastly, although the combined deep learning and
CRFs is a very powerful tool for face seg-
mentation, however the training and inference

computational cost of such structured prediction
is quite high. It must be noted that the computa-
tional cost increases due to deep learning and not
CRFs.

• The performance of the traditional machine learning
methods in controlled laboratory conditions is better
as compared to SOA. However, when these methods
are exposed to the datasets collected in the un con-
strained conditions, we noticed drop in performance.
However, deep learning methods perform better with
images collected in the un constrained conditions. For
example LFW-PL is a dataset collected in the wild
conditions. The performance of the traditional machine
learning methods is comparatively poor with LFW-PL,
however better results are obtained with deep learning
methods. We argue again here, although face segmen-
tation is not a fully explored area for deep learning
architectures, still better results are obtained with the
challenging datasets. A mix response exists of the tra-
ditional machine learning methods towards solving face
segmentation problem. Our view regarding this, hybrid
and CRFs based models produce better results compara-
tively. For more details, references in the Table 2 can be
explored.

• Face segmentation is an active area in computer vision.
Tremendous progress has been reported in the last five
years. From the results reported it is clear that the
F-measure and PLA values are increased day by day.
We present summary of the paper published in the
last ten in years in Table 2. Noting the trends of most
of the other developments in computer vision, which
are moving rapidly towards deep learning methods,
for face segmentation the speed is not satisfactory.
Given the major difficulty of the training stage in deep
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learning methods, particularly face segmentation,
knowledge transfer [101], [102] is the best option to
be explored. In knowledge transferring, benefits from
the already trained models are taken. A comparatively
less investigated domain in case of knowledge transfer
is the option of heterogeneous domain strategy adaption.
Considering the deep learning methods for face segmen-
tation task, the keywords are LSTMs, 3D convolution,
temporal pooling and optical flow frames. The last and
an important point to remember is, for performance
improvement of the face parsing systems, carefully and
better managed engineering methods are needed. For
example, data augmentation [65] is a possible option to
be adapted.

VIII. SUMMARY AND CONCLUDING REMARKS
Face segmentation is an essential intermediary step for many
face analysis applications. Face segmentation provides rich
and sufficient information for several mid-level vision tasks.
Face parsing is particularly challenging when images are
collected in the wild conditions. However, extensive research
work on face segmentation particularly in the last five years
resulted several achievements. Due to many applications,
we argue that face segmentation in the current stage is
beyond the grasp the face parsing systems, therefore, we call
researcher working on face segmentation to improve the
existing algorithms described in Section VI, particularly
exploring the newly introduced deep learning based methods
for face segmentation.

One of the main problems face segmentation task is facing
is the un-availability of public datasets. We expect to see
contribution to the task in the form of large scale and chal-
lenging datasets from the research community working on
the topic. We also expect to see some excellent evaluations
of the recently introduced deep learning methods on the chal-
lenging datasets, particularly, collected in the wild conditions
in the form of future work. If an efficient face segmentation
system is developed, the new face parsing system will have
a profound effects on the large scale applications of face
segmentation.

We presented a survey of the face segmentation method,
also including details about the available face datasets.
We investigated different aspects of the existing solutions
for the face segmentation problem. We revived the exist-
ing methods starting from simple handcrafted representation
and then moving to the recently introduced deep learning
models. We provided a comparative analysis of the results
obtained with SOA so far for face segmentation. Finally,
we identified different open problems in face segmentation
and presented an outlook into the future of face segmentation
task.
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