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ABSTRACT Today, machine learning and deep learning have paved the way for vital and critical applications
such as abnormal detection. Despite the modernity of transfer learning, it has proved to be one of the
crucial inventions in the field of deep learning because of its promising results. For the purpose of this
study, transfer learning is utilized to extract human motion features from RGB video frames to improve
detection accuracy. A convolutional neural network (CNN) based on Visual Geometry Group network 19
(VGGNet-19) pre-trained model is used to extract descriptive features. Next, the feature vector is passed into
Binary Support Vector Machine classifier (BSVM) to construct a binary-SVM model. The performance of
the proposed framework is evaluated by three parameters: accuracy, area under the curve, and equal error
rate. Experiments performed on two different datasets comprising highly different context abnormalities
accomplished an accuracy of 97.44% and an area under the curve (AUC) of 0.9795 for University of
Minnesota (UMN) dataset and accomplished an accuracy of 86.69% and an AUC of 0.7987 for University
of California, San Diego Pedistrainl (UCSD-PED1) dataset. Moreover, the performance of the pre-trained
network VGGNet-19 with handcrafted feature descriptors and with other CNN pre-trained networks,
respectively, has been investigated in this study for abnormal behavior detection. The results demonstrated
that VGGNet-19 has better performance than histogram of oriented gradients, background subtraction, and
optical flow. In addition, the VGGNet-19 shows higher detection accuracy than other pre-trained networks:
GoogleNet, ResNet50, AlexNet, and VGGNet-16.

INDEX TERMS Abnormal behavior detection, transfer learning, convolutional neural network,

VGGNet-19, handcrafted feature descriptors, pre-trained networks.

I. INTRODUCTION

Abnormal detection points out the issue of detecting the
statistically large deflection of data from the anticipated nor-
mal data [1], [2]. Those skewed patterns of data are often
called abnormalities or outliers. Abnormal detection has been
utilized in many vital areas, such as video surveillance, cyber
intrusion detection, credit fraud detection, and health care.
In general, based on the training dataset of normal patterns
or of both normal and abnormal patterns, abnormal detection
frameworks make a decision in which the detecting rate is
increased, whilst the false alarm rate can be controlled by
setting some specified threshold t.
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Support vector machine (SVM) is a ubiquitous technique
in the machine learning community. In the last decade of the
20th century, it was first proposed by Vapnik [3]. Owing to
its importance, SVM is vastly utilized in scientific research
in various applications [4], especially for regression analysis,
outlier detection, and statistical classification. Furthermore,
by utilizing different kernel functions (KFs), SVM has the
ability to solve both linear and nonlinear classification prob-
lems. SVM classifier’s basic idea is that training data are used
to construct a classification model. Then, the created clas-
sification model is utilized to classify the unknown patterns
into two or more different classes of data [5]. SVM demands
very few patterns for training, and it has not only good
training impact but also good detection accuracy for new
patterns with the same characteristics during the testing [6].
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Recently, non-parametric methods for abnormal detection
have been widely used. These methods suppose few data
hypotheses on the data, and they appear to be more sta-
bilized [7]. These methods involve density-based meth-
ods [8] and SVM-based methods [9].

The contributions of the proposed framework can be

summarized as:
« Using transfer learning to extract motion features from

videos. Hand-crafted feature extraction techniques suf-
fer from some limitations such as the limited adaptability
(i.e., perform well in one scenario and fail in another),
limited design specification (i.e., working for a specific
purpose such as appearance and motion to represent the
main characteristic of a scene) [10]. Therefore, to tackle
these limitations, a VGGNet-19 is used to extract motion
features from complex and noisy surveillance scenes.

o Proposing a new computationally efficient framework
for detecting abnormalities in video streams utilizing
BSVM.

o Presenting a comparison between VGGNet-19 with
different hand-crafted descriptors using the BSVM
classifier.

o Comparing five CNN pre-trained networks along with
the BSVM classifier for the purpose of abnormal
detection. The comparison is made using UMN and
UCSD-PEDI datasets and in terms of three significant
criteria: Accuracy, AUC, and EER.

The rest of the paper is organized as follows. Section II
presents a significant theoretical background on transfer
learning and SVM. In section III, the most relevant related
work is mentioned and highlighted. Section IV describes
the proposed VGGNet-19-BSVM framework in detail.
Section V provides the experimental results and analytical
discussion. Section VI concludes this study.

Il. THEORETICAL BACKGROUND

A. TRANSFER LEARNING BACKGROUND

As shown in Fig. 1, four main kinds of deep learning architec-
tures are utilized for abnormalities detection namely: Convo-
lution Neural Network (CNN) [11]-[13], Autoencoder (AE),
Generative Neural Network (GAN) [14] and Recurrent Neu-
ral Network (RNN) [15]. Training a new deep learning model
from scratch demands a considerable amount of data, high
computational capabilities, and very long processing time.
Thus, aggregation, as well as annotation of such massive
data in real systems requires high cost and time-consuming.
Therefore, applying deep learning models is quite chal-
lenging. In order to overcome this challenge, the concept
of transfer learning has been introduced [16], [17], which
means that the CNNs networks that trained on a particu-
lar dataset or certain mission may be fine-tuned for a new
mission even if the scope is different. Because of the rapid
increase in the amount of published information or data
(e.g., audios and videos), demand for high values on accuracy
and computational efficiency is also increased. Owing to
these factors, transfer learning has drawn a lot of attention.
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FIGURE 1. DLNs types and variants.

While transfer learning allows doing new enhancements
for visual classification, the traditional methods of machine
learning have limited ability to improve the mentioned
factors above. Fundamentally, transfer learning uses two
approaches:

« Maintaining the original pre-trained network and updat-
ing the weights based on a new training dataset
by continuous backpropagation up to the upper
layers.

« Utilizing the pre-trained network for extracting visual
features. In this approach, the final fully connected layer,
which is basically the classifier layer (softmax classifier
for VGGNet), is replaced with a new suitable classifier
like SVM for visual classification [18].

The last approach has been implemented effectively
to many functions of classification and recognition.
The proposed framework also depended on the second
approach. In this study, VGGNet-19, a recently proposed
benchmark for deep models, is investigated. The following
four common CNN deep pre-trained networks are described
briefly:

1) ResNet50

ResNet is a CNN architecture 152 layers deep, intro-
duced in 2015 by Microsoft Research Asia. ResNet
puts forward residual connections where the output of
a convolutional-rectified linear unit-convolutional series is
inserted into the original input, and afterward processes via
rectified linear unit (ReLU) as seen in Fig. 2. Through that,
the data is easily transferred from the former layer to the
subsequent layer and the gradient streams during backprop-
agation due to the addition operations that disseminate the
gradient. The ResNet50 is one of the models proposed by
the Microsoft research team in deep residual learning for
object recognition. ResNet50 consists of 50 layers of iden-
tical blocks with shortcut connections. Such connections
retain low computation as well as produce rich combination
features.
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FIGURE 2. Residual connection [18].

2) GoogleNet

GoogleNet is a small network composing three layers of
convolution. One important aspect of GoogleNet is that it
is developed very deep with 22 layers deep. Another aspect
of GoogleNet is that it has a new level of organization
named "Inception Module". The essential concept of Incep-
tion module is to locate the optimum local construction as
well as to repeat it spatially. Also, one of the first valu-
able features of GoogleNet structure is that it permits for
increasing the number of units at each phase without an
uncontrolled blow-up regarding the computational complex-
ity. Thus, the network can be structured very deep as well as
be effectively trainable [16], [19].

3) AlexNet

AlexNet is deemed as a significant breakthrough in the com-
puter vision area [20]. AlexNet reduced the error rate of
classification from 26% to 15%, which is a major improve-
ment [18]. It is 8 layers deep and learns rich feature repre-
sentations for a wide variety of images. The image input size
for this network is 227 x 227. AlexNet includes five convolu-
tional layers and three fully connected layers as well as three
max-pooling layers after the 1st, 2nd and 5th convolutional
layers. 96 filters with size 11 x 11 accompanied by a stride
of four pixels as well as padding with two pixels have been
included in the first convolutional layer. For other convolu-
tional layers, both the stride and padding are designated by
one pixel. The second convolutional layer includes 256 filters
of size 5 x 5. The other remaining convolutional layers have
filters with a size of 3 x 3: 384, 384, and 256 filters for the
third, fourth and fifth layers, respectively [21].

4) VGGNet

VGGNet was introduced in 2014. It has uncomplicated and
repeated architecture. VGGNet fulfilled an error rate of
7.32% in ImageNet Large-Scale Visual Recognition Chal-
lenge ILSVRC) 2014 [18]. VGGNet resembles AlexNet but
with extra convolution layers. VGGNet has been introduced
by the Visual Geometry Group (VGG) of Oxford University.
VGGNet effectively builds 16-19 layers (convolution layer
and fully linked layer) of deep convolution neural networks
by stacking 3 x 3 small convolution cores and 2 x 2 maximum
pool layer repeatedly [22].
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B. SUPPORT VECTOR MACHINE

Over the previous two decades, SVM and its applications
have developed rapidly. SVM notion was developed from
the statistical learning theory [23]. It is employed in a wide
range of applications such as image recognition [24], text
categorization [25], bioinformatics [26], biometrics [27], and
chemoinformatics [28]. The primary aim of the SVM is to
project the data points into higher dimensional space where
the different classes become linearly separable and to con-
struct a hyper plane (an optimal decision surface) that can
distinguish the data points in this space [29], [30]. This usu-
ally requires solving quadratic programming (QP) problem
utilizing kernel functions [31]. Different kernel functions like
linear, polynomials, and radial basis function (RBF) can be
utilized with SVM [32]. Since SVM is based on the structural
risk minimization, it offers better generalization ability than
other classification algorithms that use empirical risk mini-
mization [33]. Suppose that a training dataset of N data points
are given: A = {ay, az, . ..ay}, where each pattern a; € R"
has d features and it belongs to one of two classes y; € {£1}.
If the patterns of training are linearly separable, SVM defines
a hyperplane that splits up the data in the feature space, which
can be represented as in the following equation, supposing
that w is an adjustable weight vector and b is a bias:

fl@=wla+b=0 )

Input space or feature space (4)

Samples are _ 2y _ _
Non-linearly separable Mapping GO0 = (449 = (h.f) = F
a > M- QD - 24
2 a1 0 1 2 D — (LD (-2) > (=24)
A=)
Class 1 3
Class 2 .
1
A=fi

-2 -1 0 1 2
Samples are linearly Separable

New feature space F

FIGURE 3. An example illustrates how the KF is utilized to transform the
input data.

The KFs are used in SVM to transform the data A € R" into
a higher-dimensional space (F € R¢), as illustrated in Fig. 3,
where d > n. Let A € R! be the input data, which has two
classes and each class has two non-separable patterns. The
KF is utilized to map A into a new feature space F € RZ.
As can be seen, if the data are linearly separable in F space,
then the standard SVM can be applied [34]. There are three
widely used KFs [35], described in Table 1. The RBF, also
called Gaussian kernel function as shown in Table 1 has only
one variable o, which controls the performance of SVM.
There are several options to RBF kernel such as Laplacian
and Exponential kernels [36].
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TABLE 1. Common KFs with SVYM.

KF Equation

Description

Linear kernel
Polynomial kernel of degree d
Gaussian or Radial basis function (RBF)

K(z;,z;) = zlz;

J
K(zi, zj) = (zTz; +1)¢ -
K (@i, x5) = exp(— ||z — ;| /20°)

Two class learning

One class learning, o is the width of the kernel

Ill. RELATED WORK

Many researchers have concentrated their studies on
video-based abnormal behavior detection. Comprehensive
review papers of this area can be found in [1], [37]. The
existing state-of-the-art algorithms for abnormal behav-
ior detection can be generally categorized into dynamic
Bayesian network (DBN), Bayesian topic models (BTMs),
clustering-based models, artificial neural network (ANN),
deep learning-based models and sparse representation-based
models [1]. In the following sub-sections, we focus only on
two types, which are SVM-based and deep learning based
abnormal detection algorithms.

SVM algorithms are widely utilized in abnormal detec-
tion [38]. Fu et al. [39] have developed a self-evolving frame-
work for detecting abnormalities to improve the reliability
of cloud computing platforms. Based on their experiments,
it is verified that SVM starts to perform reasonably well on
imbalanced datasets once the percentage of anomaly patterns
reaches 10%.

In [40], the authors put forward an SVM-based intrusion
detection model along with the time-varying chaos particle
swarm optimization (TVCPSO) algorithm that is utilized
for determining the best parameters for the SVM classifier.
In [41], after computing optical flow (OF) between pairs
of consecutive frames of the input video stream, individual
and interactive behaviors using static and dynamic agents
are extracted. Static agents calculate the variation of the OF
at the static location over time to observe the individual
behavior of a specific location in the crowded view. Dynamic
agents calculate interactions between neighbors using models
of social force and energy interaction potential. Individual
and interactive behaviors observed by the agents are shown
as characteristic words. As a consequence, a bag-of-words
(BoWs) representation is utilized to represent an input video.
Last, SVM is employed to classify the abnormalities.

Kim et al. [42] presented an algorithm to detect unusual
behaviors that depend on the estimation of body parts utiliz-
ing a geodesic graph as well as SVM classifier. The perfor-
mance of this method was greatly influenced by the detection
of human body region, especially for adjacent people. In addi-
tion, Shu et al. [43] put forward an approach to detect violence
in the lift that depends both on visual features and SVM
classifier. They incorporated corner kinetic energy based opti-
cal flow features and motion characteristics to depict the
fierce event. Later, they utilized the SVM classifier to detect
violence in the lift. In [44], a simple strategy on a smart
camera network to recognize human behavior sequence was
presented. The SVM classifier was designed for single event
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recognition, using a 10-fold cross validation method to train
and test the classifier. Liu et al. [45] proposed representing
the spatial-temporal silhouette in order to characterize motion
properties such as everyday activities. They made use of the
multi-class SVM to classify different samples with multiple
views and motion descriptor scenarios for each action.

The growing success of deep learning algorithms in diverse
applications leads to utilize them for detecting abnormality
or normality of human behaviors. The deep learning term
points to learning a hierarchical set of features employing
several layers of hidden nodes in an artificial neural network.
Dissimilar from other methods, deep learning algorithms are
not required to define a specific set of features to extract from
the dataset. Deep learning algorithms learn the handy features
directly from the data [46].

Borja et al. [47] review deep learning algorithms for abnor-
mal behavior detection. CCN networks contain a stack of
convolutional layers with a fully connected layer and a soft-
max classifier. Zhou et al. [48] proposed a method to classify
abnormalities utilizing a spatial-temporal 3D CNN model.
Authors in [49] proposed to learn regular patterns using
autoencoders (AEs) with limited supervision. First, they take
advantage of the conventional spatiotemporal local features
and learn a fully connected AE. Then, a fully convolutional
AE is built to learn both the local features and the classifiers in
a single learning framework. Additionally, Li [50] proposed
a deep spatiotemporal architecture, which has convolutional
and recurrent nature for understanding pedestrian behavior in
a crowd. In [11], authors study abnormal behavior detection
in different situations such as various background settings
and number of subjects using CNN. Zenati et al. [14] pro-
posed a new framework based on Bidirectional GAN, which
simultaneously learns an encoder E that maps samples x in
latent representation z together with a generator G and a
discriminator D during training.

However, Gnouma et al. [51] put forward a new approach
for recognizing human activity based on the history of binary
motion image (HBMI). They took a range of silhouettes
of human activities as a basis for representing the char-
acteristics. To obtain human silhouette, they utilized back-
ground subtraction (BS), which uses a combination of both
the uniform motion of magnitude of optical flow (MOF)
and Gaussian mixing model (GMM). The stacked sparse
autoencoder (SSAE) was used to detect automated human
activity. SSAE can capture in an unsupervised way the
high-level features of pixel intensity. In [46], the authors
formulate the abnormality detection problem as a spatiotem-
poral sequence outlier detection, and they used a combination
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FIGURE 4. Abnormal detection framework using transfer learning and BSVM.

of spatial feature extractor and temporal sequencer convo-
lutional long short-term memory (ConvLSTM) model to
address the problem.

IV. VGGNet-19-BSVM PROPOSED FRAMEWORK

The proposed framework includes three main stages: pre-
processing, feature extraction using VGGNet-19 pretrained
network, and BSVM model. These stages are illustrated in
the flowchart in Fig. 4. Note that the flowchart describes both
the training and the testing procedures. The first stage is to
pre-process the raw video. In the second stage, the transfer
learning employing deep CNNs is used. This is very use-
ful for model training with a dataset of restricted size as
CNN s are susceptible to over-fitting with small size datasets.
Over-fitting could be obviated by raising the volume of the
training dataset. However, the provision of a large amount
of annotated information is very hard and costly. Therefore,
transfer learning is useful in this case and solves the issue
by utilizing pre-trained profound representation as a source
architecture to build a new structure. After that, BSVM model
for two classes (normal and abnormal patterns) is built and
learned during the training stage, to predict to any class the
new features belong to. After the training, to know if a new
video frame is abnormal or not, the extracted features from
that frame are passed as a vector of features to the BSVM
model, which provides a prediction.

A. PRE-PROCESSING FOR VGGNet-19

PRETRAINED NETWORK

Changes in lighting conditions have an important effect on
the performance of abnormal detection algorithms [1], [52].
One way to handle disparate illumination is to utilize illu-
mination normalization as a pre-processing step. In the pro-
posed framework, we apply the illumination normalization
algorithm using histogram equalization technique to control
lighting conditions. After that, we use Gaussian filtering to
remove the unwanted small objects. Since VGGNet-19 net-
work can only process an image input size of 224 x 224 for
RGB images, we then resize all frames into 224 x 224 x 3.
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In addition, because UCSD-PED1 frames are gray images, all
the frames are converted into color images.

B. FEATURE EXTRACTION BASED ON

VGGNet-19 PRETRAINED NETWORK

Features extraction was performed by passing video frames
through the pre-trained VGGNet-19 network [53]. The
VGGNet-19 model was trained using the ImageNet dataset
and has a depth of 19 layers [54]. The adopted VGGNet-
19 network with learnable weights is shown in detail in Fig. 5.
The VGGNet-19 network has an image input size of 224 x 224
for RGB images, and it is always fixed.

The pre-trained VGGNet-19 has five blocks of 16 convo-
lutional layers and 3 fully connected layers. Those convo-
lutional layers employ very small 3 x 3 kernels and this in
general has significantly improved the accuracy of VGGNet
compared with other architectures such as ZFNet [18]. It uses
a stride of 1 and padding of 1 throughout the whole network
to guarantee that every activation map has similar spatial
dimensions like the former layer. For spatial down-sampling,
five max-pooling layers are used. These max-pooling layers
are performed utilizing a 2 x 2 window with a stride of two
and zero padding to guarantee that every spatial dimension
of the former layer is halved. All the convolutional layers of
VGGNet-19 use the ReLU, which is carried out after every
convolution. It used two fully connected layers with 4,096
ReLU activated units and a fully connected softmax layer
with 1,000. The five convolutional blocks of VGGNet-19 can
be viewed as feature extraction layers. The activation maps
created by these layers in our framework are called human
motion features. Fig. 6 shows a visualization of training
features from 6 randomly selected deep layers.

C. BINARY SUPPORT VECTOR MACHINE CLASSIFIER

As presented in section 4.2, the proposed framework made
used of VGGNet-19 network was to extract human motion
features from training and testing data without needing
hand-crafted techniques to extract features. To perform the
binary classification, BSVM with linear kernel was utilized.
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The BSVM classifier was selected on the basis of the follow-
ing factors:

o To date, BSVM is the most utilized classifier to solve
different classification problems.

« Owing to the small size of the evaluated datasets, using
the full VGGNet-19 model would not be recommended
since it requires a large set of training samples.

¢ Only two parameters should be selected to implement
BSVM, upperbound and the kernel parameters.

o It produces a good performance of generalization by
implementing the principle of structural risk minimiza-
tion (SRM) [55].

In the binary classification problem, the machine learning
approach provides the output labels with a hyperplane sepa-
ration where y; € {£1} points out the classification “label” of
the input vector x. In case the two classes in the input space are
linearly separable, the hyperplane is represented as in Eq. (1).

Given that the input frames and a set of training labels are
given as: {x;,y;}"_;,vi € {£1}. The BSVM is determined
as [56]:

() = sign [300; aiyik(x, xi) + b] )

where «; represents the Lagrange multiplier, y; is the target
value of training pattern x;, k(x, x;) is the kernel function,
and b is the bias, which is the offset of the hyperplane along
its normal vector.
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V. EXPERIMENTAL RESULTS
The experiments on this study were conducted using
MATLAB R2017b (9.3.0.713579) x64 on Windows platform
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TABLE 2. Confusion matrix for binary classification.

Actual Detected
Normal  Abnormal
Normal TN FP
Abnormal FN TP

with an Intel Core i7-4600U CPU working at 2.10 GHz
with a 4 MB cache and 8 GB RAM, and NVIDIA GTX
750 Ti GPU. We validate the effectiveness of the proposed
frameworks by testing their abilities to detect abnormalities
on two common datasets, UMN, and UCSD-PED1. To ana-
lyze video frames and to detect abnormalities, frame-level
based criterion has been adopted to indicate whether abnor-
malities occur within the frame or not [57]. The frame-
level based receiver operating characteristic (ROC) curve
and area under the curve (AUC) are utilized in this study
as the performance evaluation metrics. Furthermore, we use
the confusion matrix to measure the detection accuracy, and
equal error rate (EER) values in the experimental datasets.
The structure of the confusion matrix for classification of
abnormal detection algorithms is represented in Table 2,
where the definition for True Negative (TN), False Neg-
ative (FN), True Positive (TP), and False Positive (FP)
are:
o TN: The number of normal samples that are correctly
detected as normal,
e FN: The number of abnormal samples incorrectly
detected as normal,
o TP: The number of abnormal samples that are correctly
detected as abnormal,
o FP: The number of normal samples that are incorrectly
detected as abnormal.

The computation formulas of accuracy (Acc), and equal error
rate (EER) measures are as in the following [58]:

TP + TN
Acc = 3)
TP+ TN + FP+ FN
FP +FN
EER = @

TP +TN + FP + FN

A. DATASETS

The performance of the proposed framework is validated on
standard benchmark datasets using UMN and UCSD, which
are available online for abnormal behavior detection. UMN
and UCSD datasets are summarized as follows:

UMN: The UMN [59], an unusual crowd activity
dataset, is the most straightforward and widely used
dataset. It includes three different scenes, which are Lawn,
Indoor, and Plaza. The three scenes have 1453, 4144, and
2144 frames, respectively for both training and testing stages.
In particular, we used 3,085 frames for training and 4,656 for
testing. However, although the training set seems to be
insignificant, BSVM requires only a few training patterns
for abnormal detection, and it provides pretty good detection
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accuracy for new patterns with the same characteristics dur-
ing the test. The frame resolution for this dataset is 240 x
320 pixels. In this dataset, the unexpected running of people
recorded as abnormal.

UCSD: The UCSD [60] consists of two categories:
PED1 and PED2. UCSD-PED! comprises 34 train-
ing and 36 testing video clips, with 200 frames each
(i.e.,14,000 frames in total for training and testing). The frame
resolution for the UCSD-PEDI dataset is 158 x 238 pixels.
It is worth mentioning that PED1 is more challenging than
PED?2 because the angle of camera produces larger perspec-
tive distortion. Moreover, anomalous events in PED1 involves
not only abnormalities resulted by small carts, bikers and
skateboarders etc., but also contextual abnormalities such as a
person walking over the grass. Fig. 7 and Fig. 8 illustrate some
patterns from UMN and UCSD-PED1 datasets, respectively.

QA‘

..........

FIGURE 7. Instances from each view in UMN benchmark. The images in
the first row represent normal samples and in the second row show
abnormal samples.

FIGURE 8. Four different abnormal events from UCSD-PED1.

TABLE 3. Detection accuracy applying UMN dataset.

Dataset Hog (%) BS (%) OF (%) VGGNet-19 (%)
Lawn scene 81.2986 91.5661  78.5939 96.9059
Indoor scene 60.6450 90.7085  51.5145 95.8044
Plaza scene 79.3060 38.0770  90.1385 99.6183
Average: 73.7499 73.4505  73.4156 97.4429

B. DISCUSSION

The main aim of this paper is to detect abnormalities
efficiently. To achieve this, transfer learning technique
through VGGNet-19 and BSVM are utilized. The VGGNet-
19 is trained on more than a million images from the
ImageNet database. Also, itis trained to extract more efficient
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TABLE 4. Detection accuracy applying UMN dataset using five different transfer learning networks.

Dataset GoogleNet ResNet50 AlexNet VGGNet-16 VGGNet-19
Accuracy (%) EER Accuracy (%) EER Accuracy (%) EER Accuracy (%) EER Accuracy (%) EER
Lawn scene 82.0545 0.1795 94.5545 0.0545 97.6485 0.0235 93.9356 0.0606 96.9059 0.0309
Indoor scene 80.2095 0.1979 76.3005 0.2370 80.4512 0.1955 86.9317 0.1307 95.8044 0.0419
Plaza scene 79.6437 0.2036 97.0738 0.0293 97.7099 0.0229 97.7099 0.0229 99.6183 0.0038
Average: 80.6359 0.1937 89.3096 0.1069 91.9365 0.0806 92.8591 0.0714 97.4429 0.0255
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FIGURE 9. ROC curve comparisons between BSVM and different pretrained networks.

descriptive features, which leads to increase in the perfor-
mance. For any input video sequence, the aim is to determine
whether that sequence is normal or abnormal. Therefore,
the classification problem here is a two-class problem. More-
over, the training and testing sets are prepared to contain both
normal and abnormal frames.

Table 3 represents the detection accuracies for BSVM
applying different descriptor: histogram of oriented gradients
(Hog), background subtraction (BS), optical flow (OF), and
VGGNet-19. As shown, the VGGNet-19 provides the best
performance by an increase of 24%.

In addition, we performed a comparison between
VGGNet-19 and other CNN pre-trained networks:
GoogleNet, ResNet50, AlexNet, and VGGNet-16. As shown
in Table 4, VGGNet-19 attained the highest classification
accuracy and the lowest EER in all the testing patterns, fol-
lowed by VGGNet-16, AlexNet, ResNet50, and GoogleNet.
Generally, VGGNet variants have the best results and they are
considered as suitable models for abnormal detection since
they pre-trained on similar images such as bicycles, small
carts, cars, and pedestrians.

Table 5 presents a comparison between the proposed
framework with other contemporary frame-
works [17], [61]-[67] using UMN dataset in terms of AUC
and accuracy. Note that, the proposed framework provides the
best value of AUC and very competitive value of accuracy to
Sabokrou et al. [67].
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TABLE 5. Comparison using UMN with other contemporary frameworks.

Framework AUC Accuracy (%)
Hu et al. [62] 0.9770 -
Cong et al. [61] 0.9730 -
Lu et al. [63] 0.7010 -
Biswas and Babu [64] 0.7360 -
Leyva et al. [65] 0.8830 -
Pennisi et al. [66] 0.9500 -
Sabokrou et al. [67] - 97.50
Bansod and Nandedkar [17] set A - 96.35
Bansod and Nandedkar [17] set B - 96.99
Proposed 0.9795 97.44

Similarly, we compare the proposed framework with other
contemporary frameworks [61]-[64], [68]-[70] in terms
of accuracy and EER in Tables 6 and 7 using UCSD-
PEDI1 dataset. It is noted that the proposed framework
presents the lowest EER value and the best accuracy among
all other frameworks.

We also report the frame-level ROC curve for UMN dataset
using our proposed framework with five pre-trained models.
These results are shown in Fig. 9. It can be observed that
with the use of VGGNet-19, our framework outperforms all
the other pre-trained models. The results of frame-level ROC
curves for all UMN scenes are shown in Fig. 10. Therefore, it
is clear that all UMN video clips for all scenes keep its ROC
levels high.
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FIGURE 10. ROC curves for UMN dataset scenes.

TABLE 6. Comparison using UCSD-PED1 with other contemporary
frameworks in terms of EER.

Framework EER (%)
Roshtkhari and Levine [68] 15.00
Hu at al. [62] 18.00
Cheng et al. [69] 19.90
Cong at al. [61] 23.00
Zhu at al. [70] 15.00
Lu at al. [63] 15.00
Biswas and Babu [64] 24.66
Proposed 13.31

TABLE 7. Comparison using UCSD-PED1 with other contemporary
frameworks in terms of accuracy.

Framework Accuracy (%)
Zhou et al. [48] 76.00
Xu at al. [71] 84.00
Revathi and Kumar [72] 85.00
Xingjian at al. [73] 84.90
Tran and Hogg [74] 85.20
Bansod and Nandedkar [17] 82.92
Proposed 86.69

VI. CONCLUSION
The novelty of this study is in using deep learning via transfer
learning approaches to detect abnormal incidents. In this
paper, we propose an abnormal event detection framework in
videos based on VGGNet and BSVM, which provides good
accuracy in complex motion scenarios. Specifically, we use
VGGNet-19 to extract high-level features and then adopt the
BSVM algorithm to establish the abnormal event detection
model. The conducted experiments on two common datasets
show that our framework can realize the automatic detection
of abnormal behavior, and has better performance compared
with the classical frameworks.

In addition, we conducted a comparison between hand-
crafted descriptors and VGGNet-19 as a fixed feature extrac-
tor. The experimental results show that VGGNet-19 obtained

VOLUME 8, 2020

False positive rate

(b) Indoor scene

False positive rate
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better accuracy than other hand-crafted descriptors with an
average accuracy of 97.44%. Furthermore, we compared
VGGNet-19 with other pre-trained CNN networks such as
GoogleNet, ResNet50, AlexNet, and VGGNet-16, and the
VGGNet-19 shows the best performance, which means that
VGGNet-19 can extract very descriptive features that help
to detect more abnormal incidents. Results achieved so far
strongly urge for future work with other real-world datasets
to test and improve the proposed framework. Further, one
future work could be to extend the proposed framework to
other video monitoring applications such as detecting child
abuse.
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