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ABSTRACT Accurate estimation of tropical cyclone (TC) intensity is the key to understanding and
forecasting the behavior of TC and is crucial for initialization in forecast models and disaster management
in the meteorological industry. TC intensity estimation is a challenge because it requires domain knowledge
to manually extract TC cloud structure features and form various sets of parameters obtained from satellites.
In this paper, a novel hybrid model is proposed based on convolutional neural networks (CNNs) for TC
intensity estimation with satellite remote sensing. According to the intensity of TCs, we divide them into
three types and use three different models for intensity regression, respectively. The results show that the
use of piecewise thinking can improve the model’s fitting speed on small samples. A classification network
is provided to classify unlabeled TC samples before TC regression, whose results would determine which
regression network to estimate these samples. Finally, the estimation values are sent to the backpropagation
(BP) neural network to fit the suitable intensity values. Experimental results demonstrate that our model
achieves high accuracy and low root-mean-square error (RMSE up to 8.91 kts) by just using inferred images.

INDEX TERMS Convolutional neural networks, hybrid model, tropical cyclone intensity estimation,
infrared imagery.

I. INTRODUCTION
The meteorological industry covers many fields, such as
transportation, agriculture and disaster prevention and mit-
igation. In the context of global warming, it is needed to
strengthen the monitoring and analysis of meteorological
conditions, early warning and forecast, extreme event detec-
tion and disaster analysis. Tropical cyclone (TC, also called
as typhoon, hurricane, or cyclone) is a kind of terrible
weather systems, which forms and develops on the warm
tropical or subtropical ocean and often makes landfall. A TC
could cause significant damage to properties and lives if it
makes landfall [1]–[4].

As one of the most crucial parameters for TC fore-
casting and disaster management, the intensity of TC is
defined as the maximum sustained surface wind near the
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TC center [5], [6]. Therefore, pursuing a precise estimation
of TC intensity is a significant job for weather forecast and
meteorological science research.

Aircraft observation was an early method of obtaining
TC intensity; however, it was stopped because of the high
cost [7]. Meanwhile, buoys in the ocean make it difficult
to detect wind speed near the center of a TC. Therefore,
the surveillances with satellites could serve as TC informa-
tion’s fundamental sources due to their worldwide scanning
and excellent temporal frequency of geostationary satellites.
Although the satellite remote sensing cannot directly measure
TC intensity, it can be accessed as an agent for indirectly
estimating TC intensity [8]–[11].

In meteorology, the development of TC intensity estima-
tion now relies on constructing TC structure features and
various parameter sets obtained from satellites. The Dvo-
rak technique for TC intensity estimation has served for
nearly 30 years [12]. However, it is still difficult to identify
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informative features for the diverse TCs in basins and differ-
ent life stages, even for experienced meteorologists. In arti-
ficial intelligence, Ritesh Pradhan et al. [13] successfully
applied CNN to the classification of TC category and found
similar information to the Dvorak TC classification method
through a visual model. Besides, Chen et al. [14] also pro-
posed a rotation convolutional neural network to regress of
TC intensity. However, the accuracy they obtained was not
imprecise, leaving room for the improvement of the accuracy
of TC classification and regression.

The purpose of this study is to duplicate the achievement
with CNNs in deep learning to achieve the TC intensity from
infrared satellite images with high accuracy. An alternative to
current models in meteorology relying on human-constructed
features is provided in this study. The contributions of this
study are listed as follows:

• For the case where the training sample is small, we pro-
posed the idea of piecewise regression and used other
models to correct the negative impact caused by piece-
wise regression.

• By analyzing the output distribution of the model,
we explain the principle of the models operation.

• The accuracy of TC intensity estimation is further
improved, surpassing traditional meteorological meth-
ods.

The paper is organized as follows. In Section 2, the related
works are introduced. Then, a mathematical model of a
convolutional neural network with the introduction of the
structure of each layer is described in Section 3. In Section 4,
the CNN-based hybrid model, the specific parameters, and
methods used to optimize the model are proposed. In section
5, the dataset used in the experiment is described in detail;
besides, the processes and results of training, testing, and
verification are analyzed.Moreover, the output distribution of
the model is discussed in Section 6. Finally, the conclusions
are drawn in the last section.

II. RELATED WORK
With the important influence of TC on social and economic
activities, estimation of the intensity of TC would contribute
to the prevention of disaster events and scientific perspective.
In the last three decades, there are a number of skills utilizing
satellite images for estimating TC intensity through applying
Dvorak and its derivatives [15]–[17].

Several modified Dvorak techniques have been evolved
over the last three decades. In the method of ADT [18], [19],
computer-based algorithms are employed to identify cloud
features, resulting in reducing subjectivity. Besides, ADT is
approximately the maiden one utilizing linear regression [20]
to estimate TC intensity. Low earth orbit satellites instead
of geosynchronous satellites are utilized by AMSU to pro-
vide observations only when the satellites run across TC.
SATCON [21] is a combination of different methods, such
as ADT and AMSU. It could be taken as some heuristic
blending guides relying on ocean region. Various models and

parameters are used by DAVT techniques for each basin of
TCs. In general, these methods are somewhat subjective, and
it takes a lot of time and financial resources to train-related
personnel.

A couple of researchers havemade efforts to utilize CNN to
pre-train their model on ImageNet; then, they have refined the
model by the cross-entry loss on the TC classification dataset
[22]. In 2018, Pradhan et al. divided TCs into eight categories
with RMSE of 10.18 kts; then, the deep visualization toolbox
[23] was employed to visualize the high activation degree as
regularization optimization’s result. The experimental results
illustrated that the characteristics of varying levels’ TCs could
be extracted by CNN. Boyo Chen et al. [14], [24] presented
a rotation-blended CNNs for the TC intensity regression
model based on water vapor, passive micro-wave rain rate
and infrared data. Combinido et al. [25] migrated the pre-
trained VGG19 on ImageNets to the TC intensity estimation
and obtained the RMSE of 13.23 kts only from the infrared
cloud image of the TC obtained from the stationary satel-
lite. Wimmers et al. [26], [27] mixed and analyzed passive
microwave images from different frequency bands for differ-
ent levels of TCs. They have provided the best frequency band
for estimating TC passive microwave images with different
intensities. The final RMSE of the model is 14.3 kts. The
TC intensity estimation values obtained by this model are
more global and stable compared to Dvorak; its enhanced
techniques have been invoked in business for 30 years [28].

A CNN-based hybrid model was proposed to enhance the
accuracy of TC intensity estimation; it involves regression,
classification, and BP model. The parameters of the deep
architecture are optimized, and the accuracy of the model
is tested through a series of error measurement criteria in
order to examine the validity of the proposed model. The
experiment demonstrates that the proposed architecture is
superior to the existing technologies in the task of estimating
the intensity of TCs based on infrared images, even when a
single infrared band is used.

III. INTERNAL CONVOLUTIONAL NEURAL NETWORK
The convolutional neural network is also called ‘‘Shift-
Invariant Artificial Neural Networks’’ and is a special type
of neural network. It has the capability to perform a shift-
invariant classification of input information according to
its hierarchical structure. Meanwhile, it can automatically
extract features in images; therefore, it is suitable for com-
puter vision applications. The use of a convolution kernel
avoids the use of the one-to-one connection between all pixel
units and reduces the number of parameters in the network
through feature sharing [29], [30]. The convolution output
at layer l is given in Eq. (1), where K is the size of the
convolution kernel, wab is the weight of weighted kernel at
position (a, b), and B is the bias for layer l.

x ijl =
a=0∑
K−1

b=0∑
K−1

waby(i+a)(i+b)l−1 + Bl (1)
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FIGURE 1. Hybrid model overall architecture and internal regression model structure.

The size(f ), stride(s) and padding (p) of the convolution
the kernel would affect the size of the feature map in the
next layer; the size of the output after convolution would be
rounded down. The calculation of the feature map nLH is given
by Eq. (2) in the next layer.

nLH =

⌊
nL−1H + 2pL − f L

sL
+ 1

⌋
(2)

Pooling can be understood as downsampling and used to
improve the model computing speed and robustness with the
advantages of parameter compression and overfitting reduc-
tion. Pooling includes max pooling, average pooling and so
on. The input layer is divided into different areas by the
max pooling with non-overlapping rectangular boxes; the
maximum value of each rectangular box is taken as the output
layer. The calculation method of pooling is given in Eq. (3),
where Rj represents the divided rectangular bax in the jth

feature map, i represents the index in this rectangular box,
and Sj indicates the pooling result of this rectangular box. The
size of the feature map after pooling needs to be rounded up.
This is different from the convolution.

Sj = max
i∈Rj

aj (3)

The need to constantly adapt to the new distribution is
caused by the changes in the input distribution of the layer;
it is called covariate drift [31]. The concept of covariate
shifting can be extended to various parts of the entire learn-
ing system. During the training process, the distribution of
each layer changes as the parameters of the previous layer
change. This phenomenon is called the internal covariate
offset [32] and can be solved by normalizing the layer
input. Santurkar et al. [33] believed that the activation func-
tion would lose nonlinear factors due to batch normaliza-
tion, resulting in affecting the data representation ability and

reducing the role of the neural network. The calculation for-
mula is given in Eq. (4). The mean and standard-deviation are
calculated per-dimension over the mini-batches, and γ and β
are learnable.

y =
x − E[x]
√
Var[x]+ ε

∗ γ + β (4)

Dropout [34] is to traverse the neurons in each layer of the
convolutional neural network; then, set the neuron retention
probability is set through the convolutional neural network in
this layer; therefore, the neural network would not be biased
to a certain neuron to reduce the overfitting of the neural
network.

IV. TROPICAL CYCLONE INTENSITY ESTIMATION
HYBRID MODEL
Targeted research on one aspect can penetrate the field faster.
It is feasible to estimate the intensity of TCs at the different
categories by coupling multiple models because it is difficult
to use a single model to regress globally to achieve a high-
precision output with small scale samples.

A. PROPOSED MODEL STRUCTURE
Based on the analysis of the output distribution of different
models, a hybrid model for the estimation of TC intensity is
proposed in this paper. Themodel structure is shown in Fig. 1.
The figure contains the architecture of the hybrid model and
the structure of the regression network inside the architecture.
The upper part of the picture is themodel architecture, and the
structure of the regression network is shown in the dashed
box (explained in the next section). The architecture shows
the execution order and data flow of each sub-model, and the
content in the dotted box shows the convolution implementa-
tion process of the regression network.
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TABLE 1. Regression model parameters.

Specifically, the hybrid model consists of the classifica-
tion model, the regression model and the BP model. The
regression model is further divided into a coarse-grained
model (Model_Rough) (trained by all datasets), and three
fine-grained models, including Model_TS, Model_TY and
Model_STY (trained by well-classed sub-datasets). The clas-
sification model is used to classify TC samples of differ-
ent intensities into three categories (strong, medium and
weak). Three different cyclone intensities are estimated by
Model_TS, Model_TY and Model_STY, respectively. The
output of the classification model, two fine-grained Models
and Model_Rough are taken as inputs by the BP model
to obtain TC intensity. The output of the two fine-grained
models comes from the output of the fine-grained regression
model and neighboring model corresponding to the classifi-
cation results.

It can be seen from the input of the BP model that
the input comes from two parts, that is, the classification-
regression model composing of the classification model and
two fine-grained regression models and Model_Rough. The
classification-regression model provides two types of output
for BP, namely, a classification result and two of three regres-
sion results.

The number of fine-grained regression models is not com-
pletely fixed and can be determined according to the number
of datasets, the complexity of the model and the accuracy of
the classification model.

B. STRUCTURE AND PARAMETERS OF THE SUBMODEL
The regression model in the dashed box in Fig. 1 is used
for the regression of TCs. The parameters of each layer are
illustrated in Table 1. Themodel input size is 200×200. It can
be known from the first row of the table that the sample passes
through 64 feature maps. Among them, the size of the feature
map is 7 × 7; the stride is 3; a matrix of size 65 × 65 × 64
is obtained. Then, a pooling operation with a size of 3 × 3
and a stride of 2 to obtain a matrix of size 32 × 32 × 64 is
performed on the matrix. They are sent to the second layer
to continue calculation after batch normalization, random
inactivation and nonlinear activation function.

In the hybrid model, we set all three fine-grained clas-
sification networks and coarse-grained regression networks
as the parameters described above. The classification model
is almost the same as the structure of the regression model.

TABLE 2. Comparison scheme of BP model under different inputs and
structures, the schemes were compared by means of controlling variables.

In the final fully connected layer, Softmax is used to output
the categories compared to the regression model.

The BP model with four input neurons and a 5-layer
network structure are selected to fit the final intensity.
The number of these five hidden layers is 256, 128, 64.
Relu activation function is used between layers to obtain
non-linear factors, except for the last layer. These param-
eters are obtained through different scheme experiments
in Table 2.

C. OPTIMIZATION
In this subsection, the optimization methods used in the
experiment would be proposed and described.

1) WEIGHT INITIALIZATION STRATEGY
The weights are initialized to a constant of 0.1 by Xavier [35],
leading to speeding up the training of the model. Meanwhile,
the problems of gradient explosion and non-linear relation-
ship loss caused by initialization can be effectively solved.

2) ADAM OPTIMIZATION
Adam is an excellent first-order optimization algorithm that
can replace traditional stochastic gradient descent by com-
bining the advantages of AdaGrad and RMSProp [36], [37].
Besides, the neural network weights based on training data
can be iteratively updated. It takes up less memory while
performing efficient calculations; moreover, it can handle
noise samples and adaptability to sparse gradients well.
The learning rate is set to a fixed value of 0.0001 in
this paper.
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TABLE 3. TCs classification.

TABLE 4. Partitioned dataset.

V. EXPERIMENT
In this section, the source, partition and some preprocessing
methods of the dataset would be introduced; then, the training
of each sub-model in our hybrid model would be proposed;
finally, integration tests would be conducted.

A. DATASET
In this study, a TC remote sensing benchmark dataset is used
to estimate the intensity of the Pacific Northwest and the
Atlantic Ocean in ‘TCIR’ from 2003 to 2016 [14]. 46, 919
TC infrared images are selected as samples for TC intensity
estimation; A frame of infrared images is a record of TCs
per 6 hours. Each frame image has its own attributes, such as
wind speed, size, minimum sea-level pressure and TC center
location; For each frame, there are 201× 201 datapoints; the
resolution is 7/100 degree lat/lon; due to some problems of
the satellite itself, there may be some default values in the
infrared image, which is not friendly to the final regression
intensity value.

1) DATA CLASSIFICATION
According to the ‘‘Tropical Cyclone Rating’’ standard (GB/T
19201-2006), the dataset is divided into three sub-datasets
based on wind speed, including Data_TS, Data_TY and
Data_STY, as shown in Table 3. The sub-datasets are used
to train, test and validate the corresponding fine-grained
models, such as training, testing, and validating Model_TS
with Data_TS. The validation dataset does not participate in
training.

It should be noted that TCs in the southern hemisphere and
some frames with some default values were dropped; a total
of 46, 919 samples were obtained. The sample number of the
sub-dataset of each class is displayed in Table 4. The number
of samples decreases as the intensity of the TCs increases.

2) DUPLICATION AND ROTATION
With the increase of TC intensity, the number of samples
corresponding to the intensity decreases sharply. Therefore,
the sample is extended by duplicating and rotating in order
to ensure that the model has the same probability distribution

for each mini-batch during training. The rotation invariance
of TCs ensures that the rotated cyclone can also act as a
duplication.

3) DATA PREPROCESSING
In the data preprocessing phase, we need to delete the samples
with more default values and fill the samples with less default
values with ‘0’. We define ‘‘more default values’’ as the
percentage of all pixels with the default value greater than
10%. Then, the samples are normalized and converted into
Tensor. Finally, the data are regularized with a mean value of
0.5 and a variance of 0.5.

B. TRAINING AND TESTING
The training of the model is independent during the training
phase. After the classification model is trained and the regres-
sion model is completed, the dataset is sent to the trained
model for verification; then, the result is sent to the BP model
for training to complete the entire model training.

1) CLASSIFICATIONS MODEL
It can be seen from Fig. 8 that the accuracy of the classifica-
tion model is significant for the error of the model regression.
Some well-known models such as GoogleNet [38], ResNet
[39] and DenseNet [40] are trained in this study; then, these
models are compared with ours to find the model with the
best accuracy.

During the training, a cross-validation function is used as
the loss function. Finally, our classification model is selected
as the classifier for the hybrid model.

2) REGRESSION MODEL
The fine-grained regressionmodel based on the convolutional
neural network is focused during the training. The data of
the classifications are sent to the corresponding regression
models for training and testing; the parameters of different
regression models are fine-tuned separately.

In Fig. 2, the loss of training and testing of the model at
100 epochs is illustrated. The x-axis scale is the number of
training iterations; the y-axis scale is the loss value.

As shown in Fig. 2, the loss obtained by the Model_Rough
is between the loss of Mode_TY and Model_STY; besides,
with the increasing of the training times, the training of TCs
achieves better performance compared toModel_Rough. The
training error of the strong typhoon model is close to that of
Model_Rough. The loss ofModel_TS reaches 6.58 knots; the
loss ofModel_SY reaches 8.40 knots; the loss ofModel_STY
reaches 12.51 knots; the loss of Model_Rough is 10.21 knots.

3) BP MODEL
After the classification model and the regression model com-
plete the training, the BP model training leverages the output
of the classification model and regression model as the input
of the BP model. To find the optimal parameters and model
structure, we list several sets of experiments in Table 2.
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FIGURE 2. Regression model training.

FIGURE 3. Comparison of training of different structures and input BP
models.

The training curves of different inputs and different hidden
layers of the BP model are displayed in Fig. 3. The lines
would be caused to overlap and the training curve would
be unclear because the loss in the first half of the train-
ing times is large and the loss training in the second half
are roughly the same. Therefore, the data after 100 training
epochs are selected for drawing the graph. It can be seen
from Figs. 3(a), 3(b), and 3(c) that the three hidden layers
effectively fit the inputs. It can be found in Fig. 3(d) that
the fitting result of the BP model with an input layer of four
neurons is the best. The four inputs of the BP model are the
outputs of the coarse-grained model, the classification model
and the two fine-grained regression models.

Moreover, the BP model with four inputs is further
researched. The improvement of the performance of the
model is not obvious as the number of hidden layers
increases. Therefore, four inputs and three hidden layers are
selected as the input and structure of the BP model.

FIGURE 4. Validation estimation distribution.

C. MODEL INTEGRATION
After the training of each model, TC intensity is estimated
according to the model structure of Fig. 1. The coarse-
grained regression model and the classification-regression
model jointly provide inputs for the BP model. In the BP
model, a coarse-grained model is used to correct the output
of the classification-regression model in order to optimize
the result of our hybrid model. The RMSE accuracy reaches
8.91 knots. The output distribution of the BP model is shown
in Fig. 4; the outputs are concentrated near the straight line
with slope equal to one and intercept equal to zero.

D. MODEL VALIDATION
In order to verify the applicability and effectiveness of the
model, we randomly selected two TCs with a complete life
cycle from 33 TCs in the Western Pacific in 2017 to evaluate
the performance of the model. These data are new and do not
participate in the training process of the model. As shown
in Figure 5, it is a line chart of real-time regression of TCs
with different technologies over the entire life cycle; the x-
axis represents the time series with an interval of 6 hours, and
the y-axis represents the intensity of the TC; lines of different
styles and colors represent different types of technologies.
We used ADT and SATCON technology to compare with
our hybrid model. The best track data comes from the Joint
Typhoon Warning Center (JWTC). The ADT and SATCON
data are from the Meteorological Satellite Research Cooper-
ation Institute. The sampling rate of the ADT and SATCON
data is half an hour.We selected the intensity value at the hour
to match the best track data.

As is shown in Figure 5, We can observe that ADT per-
forms better when the TC is extremely strong, and SATCON
can also rely on ADT to perform well in such condition by
heuristic rules; the performances of the hybrid model and
SATCON are similar; The estimation of the intensity of TCs
that is small is abandoned. It is noticeable that both ADT and
SATCON derive from the Dvorak-derived technology; As
a heuristic rule, SATCON consists of multiple technologies
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FIGURE 5. Line graphs of the intensity estimates of the complete life cycle of TCs under different methods. On the left (a) is TC No.7 (NORU) in the
Western Pacific in 2017, and on the right (b) is TC No. 11 (NESAT).

with certain complexity; The method based on deep learning
has greater advantages than meteorological methods in real-
time and objectivity.

VI. DISCUSSION
In this section, the difficulties of capturing the features of the
cyclones at three different categories of ‘‘weak, medium and
strong’’ and the output distribution of different models are
compared.

A. THE DIFFICULTY OF CAPTURING FEATURES
In Fig. 2, the training performance of the Model_STY is not
as good as that of Model_Rough because the training and
testing errors of the models become larger as the intensity of
TC increases. This is not able to determine that the ability of
Model_STY to grasp the TC characteristics is not as good as
that of Model_Rough; besides, it can not be concluded that
the features of strong TCs are more difficult to capture than
those of weak TCs.

TC is a severe weather system. Approximately 20 TCs are
generated each year and flow into coastal countries in the
Pacific Northwest. Although satellite data have been used
for nearly 13 years since 2003 for TC intensity estimation,
the size of the dataset is still not large enough. Moreover,
the number of samples decreases as TC intensity becomes
strong. Although TC samples are rotated and replicated,
the number of strong TC samples and weak TC samples is
uneven. Therefore, the number of training samples of the
other two fine-grained models is kept to be consistent with
the number of samples of Data_STY in order to verify the
difficulty of capturing the characteristics of TCs of different
categories, as shown in Fig. 6.
The Model_STY exhibits better results under the same

sample size, while the other two models display different
degrees of over-fitting. It is concluded that it is easier for the
characteristics of the Model_STY to be captured compared

FIGURE 6. Training loss graph of different fine-grained models under the
same samples.

to the other two fine- grained models. This is also consistent
with the perception that the characteristics of the strong TC’s
eye area and convective cloud system are more stable on
the cloud images. We believe that the model would be more
accurate and achieve better performance with the increase of
the size of Data_STY, which improves the accuracy of the
hybrid model.

During model training, the loss caused by strong TCs
would be reduced by a large number of weak TCs, leading
to reducing the overall loss. The strong TCs are tested with a
coarse-grained model; the accuracy is 13.05 knots, which is
consistent with our assumption.

B. OPTIMIZING THE OUTPUT OF THE CLASSIFICATION
-REGRESSION NETWORK
In this section, the output distribution of each model is ana-
lyzed; the principle of our hybrid model is explained; then,
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FIGURE 7. Distribution of coarse-grained and fine-grained models output
and loss of corresponding labels.

how to further improve the accuracy of the model is pointed
out.

The output distribution of 2000 random samples under
different models is illustrated in Fig. 7. The x-axis of the
graph represents labels of samples, the y-axis on the left side
represents the estimation values corresponding to the blue
points, and the y-axis on the right side represents losses of
labels corresponding to the red polyline. Fig. 7(a) is the output
of the classification-regression model; Fig. 7(b) is the output
of the Model_Rough.

It can be seen from the comparison of Fig. 7 that the
red polyline representing losses of Fig. 7(b) is a relatively
smooth while, but the overall loss is larger than that shown
in Fig. 7(a). In Fig. 7(a), a good fitting relationship in some
intervals on the coordinate is displayed; however, the bias in
the interval of 40 − 60 knots and 80 − 100 knots are larger
than that shown in Fig. 7(b). These intervals increase at the
boundary of the sub-datasets.

Based on the above discussion, the model is expected
to minimize the loss of corresponding labels. For instance,
the final intensity value from the model shown in Fig. 7(b) is
expected to be provided when the labels range from 40 to 60
knots. However, we do not know that the correct value for an
unlabeled TC sample is obtained from which model; we hope
to find the relationship between them through the BP model.

C. THE IMPACT OF CLASSIFICATION ACCURACY
As can be seen from Fig. 7, most of the output values of
the model are distributed near the line and the other part is
scattered. Then, we will analyze these scattered points.

Fig. 7(a) is divided into three parts that correspond to the
output distributions of the three fine-grainedmodels using the
results of the classification model. The division results are
illustrated in Fig. 8. The x-axis scale represents the labels and
the y-axis scale represents the estimation values.

FIGURE 8. Distribution of noise in classification-regression model among
fine-grained models.

The discrete values in the classification-regression model
with the points in Figs. 8(b), 8(c) and 8(d) are compared,
indicating that those discrete points are mainly caused by
the errors from the classification model. For example, those
points in Fig. 8(b) are greater than 49 knots, indicating a clas-
sification error. Besides, it is also found that those estimation
values are distributed below the corresponding labels. These
misclassified points lead to some discrete points in Fig. 8(a)

It can be seen that the error in Fig. 8 is mainly caused
by the classification error; the accuracy of the hybrid model
can be further improved in the case of further improving the
classification accuracy.

D. EDGE OUTPUT DISTRIBUTION OF THE SUBSET
To facilitate further discussion, we define the following con-
cepts.

• The boundaries of the sub-datasets: a dataset with label
values ranging from 0 to 170 knots is provided. The sub-
dataset is divided according to labels. Data_TY label
values range from 49 to 83 knots; 49 and 83 knots are
called as the boundaries of the Data_TY.

• Edge-dataset: the dataset is further divided according to
the boundary of the sub-dataset and the performance of
the classification model. For example, an edge dataset
with a label range of 49 − 54 knots is provided; among
them, 49 knots is the boundary of Data_TY; the classifi-
cation network has poor performance on 49− 54 knots.

• Strong model and weak model: Model_TY is specif-
ically used to classify cyclones with a label range of
49 − 83 knots; the results of the classification model
are not entirely correct. We can say that the sample
of Data_TY is misclassified into a weak model for
regression estimation when the sample of Data_TY is
misclassified into Model_TS.

As can be seen from Fig. 8, the estimated values on the Edge-
dataset are offset; the distribution of these points is generally
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FIGURE 9. Estimation distribution of the same samples under correct and
wrong classification.

up or down. Put these points into the corresponding and
adjacent models for estimation, and get the results as shown
in Fig. 9.

The distribution of green dots in Fig. 9 indicates that the
samples are placed in the correct model for estimation. The
blue right-facing arrows illustrate that the samples are classi-
fied into the strong model while the orange left-facing arrows
illustrate that the samples are classified into the weak model.
In other words, the samples are misclassified into adjacent
models by the classification model.

It is obvious that outputs of Edge-datasets are all dis-
tributed at one side of the straight line with slope equal to
one and intercept equal to zero. The samples with small label
values in the sub-dataset are located below the straight line in
the corresponding model; besides, the predicted distribution
of the samples with large label values are above the straight
line. Samples input weak model with small label values in the
data subset indicte a downward shift in the output distribution.
In other words, the data distribution would be caused to shift
downward due to the misclassification of samples with small
label values in the data subset.

Based on the distribution of the output of the model,
the average of the prediction values obtained in the corre-
spondingmodel and the values obtained in the adjacent model
are empirically computed, as shown in Eq. (5).

outputactual =
outputtrue + outputflase

2
(5)

The distribution of the sample is shown in Fig. 10. The
results are distributed on both sides of the straight line with
slope equal to one and intercept equal to zero; the loss of the
Edge-dataset is greatly optimized; the value is highly robust.

It can be seen that the final output of the edge value can be
affected by the output of two fine-grained models adjacent
to the edge-dataset. Therefore, the estimation values of the
coarse-grained model and the classification-regression model
are sent to the BP model for training; finally, the estimation
values are obtained.

FIGURE 10. The distribution of the average of the prediction values
obtained in the corresponding model and the values obtained in the
adjacent model.

VII. CONCLUSION
In this paper, we applied the CNN-based hybrid model to
satellite data feeds to objectively estimate the TC intensity
in near real time. The CNN-based hybrid model consists of
a coarse-grained model, a classification model, three fine-
grained models and a BP model. In the classification model,
the TC intensity level is provided to select the corresponding
fine-grainedmodel for intensity estimation. The errors caused
by the classification are reduced by the coarse-grained model
through the BP network, contributing to the improvement of
the final accuracy of our hybrid model.

The model was trained through a large number of sam-
ples to obtain an optimized set of parameters. With these
optimized parameters, the intensity of TCs can be quickly
estimated. Compared with the latest meteorological method
[21], our optimization results have only improved by 0.3
kts, but they have significantly improved their objectivity
and real-time performance. Compared with the deep learning
method [14], our method is improved by 1.52 kts.

Our hybrid model can be applied in many areas of future
work. The model has prominent advantages in the prediction
of continuous variables.
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