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ABSTRACT With the increasing cases of thyroid malignant tumors, the diagnosis of thyroid nodule
has attracted more and more attention. Deep learning has achieved promising results in computer-aided
diagnosis due to the advantages of obtaining high-dimensional features. In this paper, we proposed a hybrid
multi-branch convolutional neural network based on feature cropping method for feature extraction and
classification of thyroid nodule ultrasound images. Firstly, we designed a backbone convolutional neural
network to extract shared feature maps and a classification network as global branch. Next, we added a
feature cropping branch in the network to perform multi-cropping on batch feature maps, to reduce the
impact on classification caused by the similarity of local features between benign and malignant thyroid
nodule images. Finally, based on softmax predictions of different branch feature maps, we utilize a weighted
cross-entropy loss function to train our proposed binary-classification network. Experimental results show
that our proposed method has achieved 96.13% accuracy, 93.24% precision, 97.18% recall, and 95.17%
F1-measure in public dataset and local dataset, outperforming other models.

INDEX TERMS Thyroid nodule classification, ultrasound image, hybrid multi-branch network, feature
cropping, weighted loss function.

I. INTRODUCTION
Thyroid nodules are solid or cystic lumps in the thyroid
gland, which is themost common clinical symptom of thyroid
surgery. According to statistics, in 2018, nearly 129,500 cases
of thyroid cancer were diagnosed in China, accounting for
4.46% of the incidence of malignant tumors [1]. Because thy-
roid nodule is quite common (more than 60% of lifetime risk)
and malignant tumors are extremely harmful, early diagnosis
of malignant thyroid nodule can greatly reduce the degree
of potential risks. In the past two decades, the examination
technique of thyroid nodules have developed significantly.
High-resolution ultrasound examination, relying on its advan-
tages of non-surgical, rapid, accurate and convenient, has
become an indispensable method for early screening and
early diagnosis of thyroid nodule. Radiologists have listed
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some crucial features of thyroid nodule ultrasound image as
important indicators for judging thyroid nodulemalignancies,
such as composition, shape, echo, edge, etc. [2], [3]. Because
thyroid nodule is quite common (more than 60% of lifetime
risk) and malignant tumors are extremely harmful, but early
diagnosis of a malignant thyroid nodules can greatly reduce
the degree of potential risks, so it is significant to accurately
distinguish between benign and malignant based on ultra-
sound image.

In recent years, some computer-aided diagnoses (CAD)
based machine learning method have also been applied to
feature extraction and classification for ultrasound images.
In 2012, Acharya et al. extracted the features of thyroid
ultrasound image based on the discrete wavelet transfor-
mation (DWT) method and classified them using k-Nearest
Neighbor (KNN) classifier, achieving a classification accu-
racy of 98.9% on their dataset [4]. Gopinash et al. designed a
text-based automated diagnostic system in 2013, employed a
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Gabor filter to extract the features of thyroid ultrasound image
and support vector machine (SVM) classifier for classifica-
tion, achieving an accuracy rate of 96.7% [5].

However, traditional machine learning is not suitable for all
datasets and all tasks (for example feature extraction in com-
puter vision), while convolutional neural networks (CNNs)
gradually manifest advantages in the image classification
tasks because their robustness to image translations and rota-
tions. Different CNNs are adopted to process ultrasound
image [6], [7]. Although the CNN-based method is a more
advanced approach than traditional machine learning, the net-
works generally need more model parameters and higher
computing burden in the others inference stage, and thus
they are more complex. This will cause several problems: big
store space requirement, large run-timememory consumption
during inference.

This paper built a convolutional neural network to extract
features and classify thyroid nodule ultrasound image.
In detail, to address the problem of excessive parameters,
we designed a convolutional network with four convolutional
layers and take it as a backbone feature extraction network.
This backbone network is to extract a set of feature maps that
can distinguish the difference between benign and malignant
nodule in ultrasound image as much as possible. However,
because of biological characteristics and ultrasound imaging
methods, some areas in malignant nodule ultrasound image
are not much more different from benign nodule ultrasound
images. Therefore, the feature vectors obtained in these areas
will be also very similar, which is not conducive to the subse-
quent classification task. To reduce this problem, we designed
the feature cropping method to crop the shared feature maps
from backbone network into a series of local feature maps
in different positions and combine independent classification
results of each local feature map. So, our proposed hybrid
network consists of two branches: one global branch and one
feature cropping branch containing feature cropping method.
Finally, we combine two predicted results of two branches
to get the final result. On the four metrics of accuracy,
precision, recall and F1-measure, the results are 96.13%,
93.24%, 97.18%, and 95.17%, respectively, better than other
compared networks.

Therefore, the main contributions of this paper are
summarized:

1) We propose a two-branch architecture-based hybrid
network with feature cropping branch as a subnet-
work. Using feature cropping reduces the amount of
calculation compared to using image cropping directly.
In implementing feature cropping branch, we proposed
two feature cropping methods. And after experiments,
we found that boundary feature cropping method has
the best effect for thyroid nodule diagnosis.

2) For a medical diagnosis, we propose the weighted loss
function based on cross-entropy for this binary-class
classification. Because the consequences of malig-
nant judgment as benign in the nodule diagnosis are
intensely serious. Using this loss function can control

FIGURE 1. Some examples of benign and malignant thyroid nodules in
ultrasound image. Images in first line are benign, and others are
malignant.

the prediction to bias towards a certain class by adjust-
ing different weights to ensure that malignant class has
a higher recall rate.

The rest of this paper is organized as follows. In section II,
we present some related works about thyroid nodule ultra-
sound diagnoses, deep learning classificationmethods, image
multiple cropping methods. Section III provides the detailed
description of our proposed method, introducing the overall
architecture and sub-branch design. Section IV gives our
thyroid ultrasound image datasets and experimental details.
Conclusions and future works are drawn in section V.

II. RELATED WORK
In this section, we briefly review the thyroid computer-aided
diagnoses systems, the deep learning networks built for image
classification and image multiple cropping method in state-
of-the-art deep learning.

A. THYROID NODULE ULTRASOUND DIAGNOSES
Medical ultrasound is a widely used non-invasive imaging
modality that reveals internal anatomy. Ultrasound uses a
transducer to emit ultra-high frequency sound waves that
will change direction when encountering a reflective surface.
The precise timing of the transmitted sound signals and its
observed echo is used to determine the anatomy, as shown
in Fig. 1. The paper [8] presents a novel active contour
model, named joint echogenicity-texture (JET) for precise
delineation of thyroid nodules of various shapes according
to their echogenicity and texture, as displayed in ultrasound
images. Kollorz et al. reported a semi-automatic segmenta-
tion approach for the classification, and analysis of the thy-
roid gland based on 3-D US data [9]. Based on the ultrasound
image features of thyroid nodules, the American College
of Radiology (ACR) has published a professional thyroid
imaging report and data system (TI-RADS) based on thyroid
nodule ultrasound indicators [10]. TI-RADS points are in
the range from 0 to 7, respectively, expressed as ‘‘benign’’,
‘‘not suspicious’’, ‘‘mildly suspicious’’, ‘‘moderately suspi-
cious’’ and ‘‘highly suspicious’’, are used to rank the risk
of a malignant thyroid nodule. Besides, ultrasound image is
also widely used in the detection of various diseases, such
as the breast cancer [11]–[13], the liver cancer [14], the gas-
trointestinal disease [15], the cardiovascular diseases [16],
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spine curvature [17], and the muscle disease [18], [19]. These
medical CADs based on ultrasound images have achieved
excellent results and have good inspiration for our research.

B. DEEP LEARNING CLASSIFICATION METHOD
With the development of GPU and distributed frame-
works [20]–[22], the bottleneck of time-consuming training
has been effectively resolved, and deep learning has become
the state-of-the-art method for computer vision, specially
image classification [23]. In ILSVRC, deep convolutional
neural networks, such as AlexNet, VGGNet, Inception and
ResNet, greatly improved the accuracy of image classifica-
tion through optimization of structure and depth [24]–[27].
Recently, because fine-grained image classification needs
more discriminative details, attention mechanisms of deep
neural networks have been studied, which was proven use-
ful in many vision tasks. Thus various attention mecha-
nisms have been proposed for image recognition and salient
object detection in recent years [28]–[33]. In paper [30],
authors encoded the proposed network with two novel
attention mechanisms, i.e., landmark-aware attention and
category-driven attention, for enhancing clothing category
classification.

Typically, deep learning method requires a large number
of annotated samples to perform the training task, so there
are some very common challenges in medical image process-
ing [34]. One challenge is to collect such huge dataset and
perform the annotation on new images. Another challenge
to overcome is to collect a suitable set of negative sam-
ples which will cause class imbalance. Data augmentation is
the most commonly adopted method to increase the size of
the training dataset, such as cropping, rotating, and flipping
input images [35]. There are other solutions to address these
issues, e.g., transfer learning [36], [37], weakly supervised
learning [38], sparse annotation [39]. Meng et al. employed
VGGNet transferred from ImageNet Dataset [40] to distin-
guish the level of liver fibrosis [41]. Zhu et al. [42] researched
breast cancer histopathology image classification by assem-
bling multiple compact CNNs. Chi et al. utilized GoogLeNet
fine-tuned by Caffe framework to differentiate malignant thy-
roid nodules and benign nodules [6]. Reference [7] employed
cascade deep CNNs to develop and evaluate a fully automatic
detection of thyroid nodules from ultrasound images.

C. IMAGE MULTIPLE CROPPING IN DEEP LEARNING
In medical, all researchers participated in the challenge with
no enough data used for training and testing. The easiest and
most common method to reduce overfitting on image data is
to artificially enlarge the dataset using label-preserving trans-
formations [24], [35]. And multiple cropping is an effective
method for additional data transformations in both training
and testing [43]. One example of image multiple cropping is
shown in Fig. 2. In AlexNet design, translated image crops
of 224 × 224 pixels were selected from a original image of
256 × 256. While the cropped pixels are most likely less
informative than the middle pixels we found that making use

FIGURE 2. One example of image multi-crop. In AlexNet, Alex et al. used
this method to extract a series of random 224×224 patches from one
256×256 image and trained network on these extracted patches.

of these additional pixels improved the model. This yields a
large number of additional training examples and helps the
net learn more extensive translation invariance. Howard [43]
found that predicting at three different scales improved the
joint prediction. Szegedy et al. [26] adopted multi-crop meth-
ods during testing to obtain a higher performance. Specifi-
cally, this paper expanded the image to 144 crops per image
by a set of transformations. In VGGNet, Simonyan et al.
converted one image to 150 crops for testing, and found
that using multiple crops performs slightly better than dense
evaluation.

However, the image cropping method applies convolu-
tional neural network to each cropping image for comput-
ing features repeatedly. Feature sharing is a suitable method
to compute only once per image. Wang et al. designed a
hybrid network in which two sub-networks shared the same
full-image convolutional feature map, and thus are computa-
tionally efficient [44]. To reduce the bottleneck on region pro-
posal computation, Faster RCNN [45] also introduced novel
region proposal networks (RPNs) that share convolutional
layers with state-of-the-art object detection networks.

III. PROPOSED METHOD
In this section, we propose our thyroid nodule ultrasound
image classification scheme. Firstly, we introduce the pro-
posed hybrid feature cropping network architecture that
includes global branch and feature cropping branch. Then,
we present the details of global branch, feature cropping
branch and weighted loss function.

A. HYBRID CNN ARCHITECTURE
Achallenge for us is that themalignant nodule images include
healthy tissues, and these regions are likely to get similar
features with benign nodules after convolutional neural net-
works. To acquire more useful information from convolu-
tional feature map, our proposed network is a hybrid net-
work which consists of global branch and feature cropping
branch. For a thyroid nodule ultrasound image, a feature
extending network is performed first to generate feature map.
A series of feature cropping maps and the origin feature map
are predicted by a separate branch. Because the central region
is the most critical for judging malignancy and benignity
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FIGURE 3. The structure of our proposed hybrid feature cropping network with global branch and feature cropping branch. Global
branch and feature cropping branch share the feature maps of the backbone feature extraction network. Global branch classifies the
original feature map directly. And feature cropping branch generate a series of sub-maps by cropping origin feature map, classifies by
the same network as the global branch after upsampling convolution, and predicts branch result by averaging multiple softmax
results. Finally, we utilize correlation weight method on the two branch results to get the final prediction.

FIGURE 4. Our proposed feature extraction network. Global branch and
feature cropping branch share feature maps.

while the surrounding area will sometimes generate similar
features, we propose a hybrid cutting network to avoid this
adverse effect on the classification and get multi-scale fea-
tures in the meanwhile.

The proposed framework of our hybrid CNN architecture
is shown in Fig. 3. The produced crop maps are passed to the
classifier method, andN softmax predictions (P1, P2, . . . , PN )
are yielded for the N feature crop maps. This final softmax
output PC for the feature crop branch is generated by aver-
aging N softmax predictions. On the other hand, the origin
feature map is put into the global branch and the prediction
PG is obtained. Finally, the feature crop branch prediction PC
and the global prediction PG are weighted together by weight
ω, as shown in (1).

P = ωPG + (1− ω)PC ω ∈ [0, 1] (1)

B. FEATURE EXTRACTION NETWORK AND GLOBAL
BRANCH
The global branch is commonly used for providing global fea-
ture representations in multi-branch network architectures.
As the ultrasound images are textures-like images, there are
no obvious large scale or high level features for the network
to learn. The network with less convolutional layer performs
even better than networks with multiple convolution layers.
In this network, Batch Normalization (BN) method [46] and

TABLE 1. The outline of the proposed network architecture without
feature cropping branch.

Dropout method [47] are also combined together to ensure
classification performance. The less-layer network architec-
ture also reduced the number of parameters to be learned,
which helps to reduce the over-fitting problem. So we employ
a 4-layer 3 × 3 convolutional neural network to extract fea-
tures, as shown in Fig. 4. Table 1 illustrates the details of
our proposed CNN. The three prominent feature of CNN are
localized receptive fields, weight sharing and spatial pool-
ing. By combing the three ideas above convolutional neural
networks can represent learning, and achieve some extend of
drift, scaling and deformation invariability. Pooling is another
important concept in convolutional neural networks. It is
actually a form of down-sampling. In our work, we have
adopted max-pooling as our pooling method, which divides
the input image into several rectangular areas and outputs a
maximum value for each sub-area. The reason this mecha-
nism can be effective is that, after a feature is discovered, its
precise location is far less important than its relative position
to other features. The pooling layer will continuously reduce
the size of the data space, so the number of parameters and
the amount of calculation will also decrease, which controls
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the over-fitting to some extent. Besides, the BN method is
adopted to allow the utilization of much higher learning
rates and be less careful about initialization by normalizing
layer inputs, which ensures a high robustness of our model.
Then, we use a 50% dropout to reduce the inter-node co-
dependence to achieve regularization of the neural network
and reduce its structural risk. Finally, extracted features are
input into an excitation operation, which is implemented with
two fully-connected layers and two corresponding activation
layers (ReLu [48]).

C. FEATURE CROPPING BRANCH
In this paper, we propose the feature cropping branch to
process the feature maps of thyroid nodule ultrasound image.
In practice, multiple crops would increase computation
time [25] because it performs a CNN forward pass for each
cropping images, without sharing computation. SPPnet [49]
and Fast RCNN [50] were proposed to speed up training and
testing by sharing computation. Feature cropping method is
also proposed to speed up image crop by sharing computa-
tion. This method computes a convolutional feature maps for
the entire input image and then classifies each cropped feature
maps using a feature vector extracted from the shared feature
map. In our network, feature cropping branch is designed to
share feature extract network with global branch. The imple-
mentation of feature cropping method is similar to the batch
feature erasing method proposed in the paper [51], which
randomly crops away a block of the learned feature maps for
all images in the same batch, achieving impressive results in
the person re-identification task. For the width w and height
h of origin maps, a constant value α from 0 to 1 is defined to
represent the ratio between the cropped and the origin feature
map. So the size of the cropping map is αw×αh.

In this method, the original feature matrix obtained by
feature extraction network is cropped to a certain scale to get
different feature maps. Therefore, the features of relatively
small scale are obtained, so that the discriminating results
are no longer completely dependent on the global features.
More importantly, because the central region has a relatively
important influence on the discrimination, when the value of
factor α is greater than 0.5, the all cropped feature regions
retain the part features of the central area and select the edge
area of a specific position, while the features of the rest edge
areas are removed. In this way, the weight of the selected edge
area is increased and the interference of other edge area is
avoided during training and classification, leading to higher
accurate results. At training and testing time, feature cropping
branch predicts by averaging the predictionsmade by softmax
layer on all crops, which examples are visualized in Fig. 5.

In particular, we have designed two different methods to
crop feature maps.

1) Random Feature Cropping (RFC): Similar to the
traditional imagemulti-croppingmethod, given the fea-
ture maps computed by feature extract network from
one batch of input images, the feature cropping method

FIGURE 5. Example of our proposed feature cropping branch with three
feature crops. Global branch and feature cropping branch share feature
maps.

randomly crops the same matrices with Rc (αw×αh),
which examples are visualized in Fig. 6(a).

2) Boundary Feature Cropping (BFC): Unlike the ran-
dom cropping feature area, we design the boundary
feature cropping (BFC) method to crop the feature map
in feature maps from one batch of input images. Select
the sub-map Rc (αw×αh) as the first cutting position
as the first image shown in Fig. 6(b). Then we use
the cropping window to slide along the edge of the
original feature map in steps (Sh,0) and (0,Sw) to select
the cropping feature map, and obtain the feature map
subset (R1, R2, R3, R4, . . . , RN ). The size N of subset is
shown in (2). For example, the size N will be 4, while
Sh is set to (1-α)h and Sw is set to (1-α)w. Together
with the central map cropped in the middle position,
there will be five available sub-feature maps, which
examples are visualized in Fig. 6(b).

N = (1+
(1− α)h)

Sh
) ∗ (1+

(1− α)w)
Sw

). (2)

D. LOSS FUNCTION
The loss function that is optimized during the training of
classification CNN models is the cross-entropy loss [52].
Firstly, the cross-entropy loss for one class is given by:

£cn = −ycn logŷcn (3)

where n is the class label assumed to be in the range {1,2,
. . ., N}, cn is the n-th label class, ŷcn is the n-th label
prediction value of the final softmax layer of convolutional
neural network.

Because of the particularity of medical diagnosis, the con-
sequences of malignant judgment as benign in the nod-
ule determination are intensely serious, the patient will
likely miss the optimal treatment opportunity and cause
irreversible influence. Nevertheless, if the benign is judged
as malignant, the doctor will make a second judg-
ment and correct the error, so the influence is relatively
acceptable.

However, it may be desirable to weight the malignant
nodule image higher in the training. One simple way of
achieving this is by weighting the loss function for a frame
higher if the label for the frame belongs to malignant. In ref-
erence [53], Panchapagesan et al. defined a weight vector Eω
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FIGURE 6. Examples of random feature cropping (RFC) while α = 0.5. Every graph represents one batch feature maps. White region shows the
position of feature cropping region. Examples of boundary feature cropping (BFC) while α = 0.5, Sw = w/2 and Sh = h/2. White region shows the
position of feature cropping region.

with elements ωcn > 0 defined over the range of class labels
n ∈ {1, 2, ...,N } for class-weighted cross-entropy. We also
define another weighted cross-entropy as follows:

£cn = −ωcnycn logŷcn (4)

Therefore, the loss function of multiple classification net-
work is defined as

£ =
N∑
n=1

£cn = −
N∑
n=1

ωcnycn logŷcn (5)

Similarly, the loss function of the binary-class network is
defined as

£ =
2∑

n=1

£cn = −(ωc1 (yc1 logŷc1 )+ ωc2 (yc2 logŷc2 )) (6)

However, for this special case of binary classification,
we define binary-class weighted cross-entropy as

£ = −(ωm(ymlogŷm)+ ωb(yblogŷb)) (7)

where m is the class label ’malignant’ and b is the class label
’benign’, ωm and ωb are the weight for malignant and benign,
ym and yb are the label assumed to be malignant and benign,
ŷm and ŷb are the malignant and benign label prediction value
of the final softmax layer of convolutional neural network.

For one training batch, we define batch loss function as

£batch = −
∑
batch

(ωm(ymlogŷm)+ ωb(yblogŷb)) (8)

IV. EXPERIMENT AND ANALYSIS
A. DATASET
The thyroid nodule ultrasound images used in our research
work were from the following two databases:

1) PUBLIC DATASET
The Digital Database of Thyroid Ultrasound Images
(DDTI) [54] are adopted in the experiments. DDTI consists
of a set of B-mode Ultrasound images, including a com-
plete annotation and diagnostic description of suspicious

thyroid lesions by at least two expert radiologists. Currently,
DDTI contains 299 cases (270 women and 29 men) with
347 images. All of the cases with relevant thyroid disorders
were collected from the IDIME Ultrasound Department,
one of the largest diagnostic imaging centers in Colombia.
Ultrasound images were extracted from thyroid ultrasound
video sequences captured by Ultrasound devices (TOSHIBA
Nemio 30/TOSHIBA Nemio MX). Ultrasound images were
saved in an uncompressed JPEG format. The nodule polygon
and annotation information were saved in an alone XML
file per one patient. The patients were classified by the
experts using the thyroid imaging, reporting and data system
(TI-RADS) [10]. TI-RADS give points for all features of
five ultrasound categories in a nodule, with more suspicious
features being awarded additional points. TI-RADS scores
sums feature points of all the categories, which range from
TR1 (benign) to TR5 (high suspicion of malignancy). These
TI-RADS descriptions were also included in the XML file.
Some samples of DDTI are illustrated in Fig. 7.

2) LOCAL DATASET
Another database is a local database, consisting of 377 thy-
roid ultrasound images which images are with the sizes
1024× 695. 269 images in the database are labeled as malig-
nant, and 108 cases are labeled as benign. This database is
collected by Ultrasonic Medical Center of The First People’s
Hospital of Chenzhou. The nodule polygon and annotation
information were also saved in an alone XML files per one
patient.

3) DATA PREPROCESS
We divide all thyroid nodule ultrasound images into training
and testing sets in a 3:1 ratio. The training set contains
330 benign cases and 213 malignant cases while the testing
set contains 110 benign cases and 71 malignant cases. Accu-
rate contours of all nodules are provided in XML format,
so firstly we extracted the region of interest (RoI) of each
nodule by doctors’ demarcation, which region is marked as a
blue box in Fig. 7. Given that some images were grayscale
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FIGURE 7. Some samples of the thyroid ultrasound images in the public dataset. In (b), we illustrate that both nodule contour (red
curve) and nodule box (blue rectangle) from the nodule polygon and annotation information in XML files.

TABLE 2. Basic metrics description.

while others were 3-channel, we convert all the images to
RGB mode, and then resize to the same scale 224× 224.

B. EXPERIMENTAL IMPLEMENTATION DETAILS
1) METRICS
For the performance evaluation in the experiment. We choose
the different networks and test the performance of the model
with different networks. We use the accuracy and F-measure
as the classification performance metrics to examine dif-
ferent network. First, we define malignant nodule as pos-
itive sample. So we denote TP as true positive (the num-
ber of instances correctly predicted as malignant), FP as
false positive (the number of instances incorrectly pre-
dicted as malignant), TN as true negative (the number of
instances correctly predicted as benign) and FN as false
negative (the number of instances incorrectly predicted as
benign), which is shown in Fig. 2. Then, we can calculate
four metrics: accuracy, precision, recall and F-Measure as
follows:

1) Accuracy:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
. (9)

2) Precison:

Precison =
TP

TP+ FP
. (10)

3) Recall:

Recall =
TP

TP+ FN
. (11)

TABLE 3. Comparison of accuracy of different α.

4) F-Measure:

F −Measure =
(1+ β2) ∗ Precision ∗ Recall
β2 ∗ (Precision+ Recall)

. (12)

β in (12) is a coefficient that adjusts the proportion of
precision and recall and is usually set to 1 [55], which
is defined as F1-Measure.

2) LEARNING CONFIGURATION
We implement the proposed network on Tensorflow [21]
framework. We train our models using stochastic gradient
descent. We use an initial learning rate equal to 10−5, the
momentum of 0.9, weight decay of 0.0005, and compute the
batch normalization value with a batch size of 16. And we set
malignant weighted factorωm to 3, benign weighted factorωb
to 2 for loss function (8), branch weight ω to 0.5 in (1). All
training images are resized to a maximum size of 224× 224.

3) CHOOSING THE CROPPING RATIO α IN FEATURE
CROPPING BRANCH
Under the condition that malignant class recall must be as
close to 100% as possible, we will increase accuracy as much
as possible, and select the optimal α values as factor of fea-
ture cropping branches. Based on boundary feature cropping
method, we tried α = 0.5, 0.6, 0.7, 0.8, 0.9 and 1 (1 means
only global branch actually), respectively, and calculated the
accuracy that a single branch can achieve when the factor α is
set to 0.6, as shown in Table 3. As α is set to 0.6, the accuracy
and F1-Measure single feature cropping branch can reach the
best result 95.03% and 93.88%.
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TABLE 4. Network performance comparison.

FIGURE 8. Three architectures of our comparison experiment. In every
architecture, feature extraction network will use the backbone network
from inception_v3 [56], VGG19 [25], ResNet50 [27], Xception [57] and our
proposed network.

C. NETWORK PERFORMANCE COMPARISON
In this section, with the cropping ratio parameter α equal
to 0.6 and the size of cropping maps N in (2) equal to 5,
we compare the classification performance and calculated
the above four indicators with different backbone networks,
i.e., inception_v3 [56], VGG19 [25], ResNet50 [27], Xcep-
tion [57] and our proposed network. Because our proposed
network is based on a hybrid CNNs with two independent
branches and feature cropping branch can adopt two different
methods respectively, we performed a comparison of three
architectures in different combinations. Three architectures
are illustrated in Fig. 8.

1) Global Branch: Firstly, we only use the structure of
feature extraction network and global branch, as intro-
duced in Section III-B.

2) Global Branch+RFC Branch: Outside of feature
extraction network, we will use proposed hybrid
network of both global branch and feature crop-
ping branch, and feature cropping branch uses
the random feature cropping method mentioned in
Section III-C.

3) Global Branch+BFC Branch: Correspondingly, fea-
ture cropping branch with boundary feature cropping
method will be used in this architecture.

In addition, feature extraction network can be replaced by
different networks, and the feature extraction section is all
the networks before the last fully connected layer in each
network. With our proposed network, we also compared five
networks as feature extract network, while adding different
feature cropping branches. The results are given in Table 4
for the two datasets.
From each architecture in Table 4, we can find that the

hybrid network we designed has achieved the better perfor-
mance in all four indicators than other deep network based on
same architecture. Meanwhile, the number of layers is less,
reducing the number of nodes simplifying the complexity
of the model, and saving the computing time. This result
indicates that deep and complex networks may not be suitable
for thyroid nodule classification task. Perhaps more powerful
network is more likely to overfit, which isn’t good for pro-
cessing two small datasets from different ultrasound devices.
Comparing the two different methods random feature crop-

ping and boundary feature cropping from Table 4, we also
find that most networks using boundary feature cropping
method can achieve better performance. Our proposed hybrid
CNN with boundary feature cropping method achieves the
best performance in terms of the accuracy, precision, and
F1-Measure. Learning from many medical articles [10], [58],
[59], the guideline of thyroid nodule diagnosis using ultra-
sound image is mostly related to the edge contour and central
region (such as shape, margin, composition), which is also
consistent with our experimental results. Since our goal is
to obtain a set of feature vectors that can best distinguish
between benign and malignant nodules, vectors obtained
from marginal regions have a positive impact.
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FIGURE 9. Classification samples by our proposed hybrid CNN with boundary feature cropping branch. The images in the upper part are marked
by the radiologists as benign nodules, and another part is a set of malignant thyroid nodules. In these benign-labeled images, there is one
image (red border) is classified to be malignant by network. And all of malignant-labeled images have the same predicted results with
radiologists.

D. CASE STUDY
We select 44 thyroid nodule ultrasound images, randomly
22 benign images and 22 malignant images based on labeled
by radiologists, from two datasets in this paper and depict the
retrieval results in Fig. 9.
In the upper panel of Fig. 9(a), we assessed what the

network has predicted on 22 test images labeled benign. Most
of the classification results appear reasonable. We can find
that only one benign test image (red border) has been identi-
fied as malignant. In this thyroid nodule ultrasound image,
the irregularity of the cystic tissue may prevent the image
from being properly predicted. Other images are correctly
recognized by the network.

In the below panel of Fig. 9(b), we also visualize 22 test
images which have been labeled malignant by radiologists.
The predicted results of these images are consistent with
the doctor’s annotations. This result is also consistent with
the original intention of experimental network parameter
selection. Since the consequences of malignant judgment as
benign in the nodule determination are intensely serious, it is
very likely that the patient will miss the optimal treatment
opportunity and cause irreversible influence. Nevertheless,
if the benign is judged as malignant, the doctor will definitely
make a second judgment and correct the error, so the influ-
ence is relatively acceptable.

V. CONCLUSION AND FUTURE WORK
In this paper, we propose hybrid feature cropping network
with a multi-branch structure to extract features and classify
the ultrasound images of thyroid nodule. The global branch
is used to get global features. In the other branch, we add
feature cropping method designed to reduce the negative
effects of local similarities between benign and malignant
nodules. At the same time, due to the different sizes of the two

branch cropping frames, feature vectors at different scales are
obtained. The final result proves it is superior to the existing
mainstream networks.

The next step will be improving the method and collecting
more thyroid images at the same time. More specifically,
we will introduce new network modules, such as attention
network, to improve the learning ability of the network.
In addition, we will try weakly supervised learning or unsu-
pervised learning to solve the bottleneck of labeled data. How
to reduce the bottleneck of limited annotated data, as sug-
gested in reference [34], is still a key issue.
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