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ABSTRACT The decision-making system of intelligent vehicles is the core component of an advanced
driving system for both passenger vehicles and commercial vehicles. Finding ways to improve decision-
making strategies to suit the complex and unfamiliar environments is a standing problem for traditional
rule-based methods. This paper proposes a semi-rule-based decision-making strategy for heavy intelligent
vehicles based on the Deep Deterministic Policy Gradient algorithm. Firstly, according to the car-following
characteristics, the problems of high dimensions and a large amount of data in vehicle action space and
state space are solved by dimension reduction and interval reduction to accelerate the training process.
Subsequently, an accurate three-axle vehicle load model is established to calculate the load transfer rate
value and carry out active control to increase the roll stability of heavy vehicles at high-speed corners.
Furthermore, the Deep Deterministic Policy Gradient algorithm is developed based on the reward function
and update function to achieve adaptive cruise control objectives for heavy vehicles on different curvature
roads. Finally, the effectiveness and robustness of the algorithm are verified through simulation experiments.

INDEX TERMS Adaptive cruise control, autonomous driving control system, decision-making algorithm,
deep reinforcement learning, heavy vehicle, vehicle stability.

I. INTRODUCTION
The autonomous vehicle driving control is a promising solu-
tion for increased road traffic accidents [1]. Decision-making
plays the role of the brain in such intelligently controlled
vehicles and is one of the key technologies involved in
this field [2]. Adaptive cruise control is a crucial driving
assistance technology, and the decision-making performance
implemented in such a system directly affects vehicle safety
and traffic efficiency [3], [4].

Traditional Adaptive Cruise Control (ACC) decision-
making strategies are designed based on rules, which define
the behavior mode of vehicles for each scenario and uses
some characteristic variables as the basis for judgment in
condition switching [5]. However, the traditional method is
difficult to apply in complex scenes, which are essential for
autonomous driving, and sometimes it is still necessary for
human drivers to take over vehicles. For example, during
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the commercial operation of Waymo autonomous vehicle
in Phoenix, it was pointed out that when there are other
traffic participants, autonomous vehicles using ACC are often
unable to complete a simple right turn independently [6].
In general, complex environments will impose even greater
challenges on traditional ACC. On the one hand, it is difficult
to carry out the test verification for some complex scenarios
in the real world; on the other, the design rules for complex
working conditions will rise exponentially.

Aiming to address this limitation, researchers have pro-
posed a set of techniques that are mainly classified into
two types, CACC (Cooperative Adaptive Cruise Control) and
DRL (Deep Reinforcement Learning)-based ACC. CACC is
an emerging technology in current transportation systems
based on V2V (vehicle-to-vehicle) communication [7]. The
general idea is to connect multiple vehicles following in
line with wireless communication to form a column which
can expand the perceptibility of the vehicle and aid vehicle
control actively through sharing information [8]. The diffi-
culty of the whole process lies in the accurate description of
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FIGURE 1. A comparison of two decision-making mechanisms.

the formation and disengagement of CACC vehicle strings
when CACC vehicles are mixed with human-driven vehi-
cles in the traffic stream [9]. In addition, V2V communica-
tions are sometimes unreliable due to failures resulting from
communication-related constraints, such as interference and
information congestion [10], [11]. This may lead to sudden
degradation of control of such vehicles from CACC to ACC
mode, which may negatively influence traffic safety [12].
Although information exchange among vehicles makes the
design of the concerned rule-based algorithm less difficult,
it does not fundamentally solve the complexity of the rule-
based design, and it cannot interact with the environment
continuously through data-driven self-learning. As a result,
CACC is not applicable in some information deficient sce-
narios [13]–[15].

Deep reinforcement learning enables agents to make
autonomous decisions in complex environments [16]. It uses
deep learning and reinforcement learning to deal with
high-dimensional state space, and discrete or continuous
action spaces in decision-making problems [17], [13]. Agents
complete reasoning, judgment, and decision-making through
a Markov decision-making process and learn how to achieve
decision-making control in complex scenarios after continu-
ous interaction with the environment [18]–[22]. Accordingly,
the application of DRL in intelligent vehicles has been the
focus of much research. Ng et al. proposed a longitudinal
adaptive control system that used Monte Carlo reinforcement
learning and analyzed the performance of the adaptive control
system for a single automobile or in a multi-vehicle pla-
toon [23]. Zhu et al. proposed a framework for human-like
autonomous car-following planning based on deep reinforce-
ment learning, which had an excellent capability of gener-
alization of various driving situations and which can adapt
to different drivers by continuously learning [24]. Min et al.
proposed a deep reinforcement learning method for high-
speed driving conditions. The network outputs are advanced
actions, such as desired speed, whether to change direction,

and so on. Specific implementation includes a driver assis-
tance system forming a closed-loop [25]. Gao et al. proposed
an independent decision-making method based on reinforce-
ment Q-learning and established theMarkov decision process
model by analyzing car-following [26]. Hu et al. proposed
an SRL (Supervised Reinforcement Learning) algorithm for
ACC to comply with the human driving habit and applied
the SRL algorithm to the ACC problem in different scenar-
ios [27].

The above research has achieved progress in address-
ing some conditions of vehicle cruise driving. However,
the following four problem aspects remain and need to be
addressed: i) The training speed of the agent is slow. ii) The
decision-making process has little correlation with rules, and
the algorithm lacks interpretability. iii) Most researchers still
use images as the sole input for end-to-end active planning,
which leads to inadequate representation of the driving state
that has to be obtained by the DRL network [20], [28], [29].
iv) The training environment is mostly used in open-source
game engines such as TORCS and Carla to verify the feasibil-
ity of the principle; this makes it difficult for the trained DRL
control strategy to be directly applied from the virtual training
scene to the real scene [30]–[32]. In addition, most of the
decision-making algorithms are designed for passenger vehi-
cles, lacking a systematic application for heavy commercial
vehicles. Developing a feasible decision-making strategy for
heavy vehicles with the capability to deal with the mentioned
problems is still an open question.

This paper takes the three-axle heavy vehicle as the
research objective and designs the ACC algorithm for
heavy vehicles through a Deep Deterministic Policy Gra-
dient (DDPG) network. The simulation environment for
training and verification is established in the PreScan physics-
based simulation platform. The surrounding environment
information is obtained through various sensors. DDPG net-
work and related algorithms are realized in MATLAB pro-
gramming environment.
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The main contributions of this paper are as follows: i)
By reducing the dimension of action space and state space,
the training process of the agent is accelerated, and the train-
ing efficiency and the convergence of the training process
are improved. ii) Active control is used to increase the roll
stability of heavy vehicles in curves so as to reduce the occur-
rence of dangerous conditions, which is an essential factor
in the design of heavy vehicle control systems [30], [33].
iii) The reward function is designed based on certain rules to
make the algorithm interpretable, and the DDPG algorithm is
modified in a simple manner to speed up the training process.
iv) The training environment selected in this paper is closer
to reality than that the virtual games used for this purpose in
other research on the topic. At the same time, themulti-source
sensor information is fused to avoid the limitations of a single
information source.

The remainder of this article is organized as follows:
Section II deals with the reduction of the action space and
state space, and the preliminary construction of a DDPG
network structure. Section III establishes an accurate roll
stability model for three-axle vehicles and calculates the load
transfer rate (LTR) value. Section IV elaborates on the design
of the reward function for heavy vehicles based on the control
objective in ACC conditions. Section V establishes the update
function for the DDPG network. Section VI analyzes and
sorts out the experimental results of the control objectives.
By changing the environment test, the superiority of the
DDPG-based decision-making strategy of the heavy vehicle
is verified. The characteristics of several ACC algorithms
mentioned above are given in detail in the Appendix.

II. CONSTRUCTION OF VEHICLE-SCENE SIMULATION
TRAINING ENVIRONMENT
A. ACTION SPACE DESIGN
The action design of the system should first consider the set
of executable actions to be carried out by the agent. An exe-
cutable action set for intelligently-controlled vehicle driving
includes the underlying controls instead of the driver’s action,
that is, accelerator pedal degree, brake pedal degree, and
steering wheel angle. Research on driver behavior shows that
the driver mainly focuses on information on two issues in the
actual driving process: driving safety and driving efficiency.
There are contradictions between these two objectives, and
drivers have different styles, as well as different trade-off
criteria [34]. In order to screen out the redundant information
in the action set, accelerate the convergence of the training
process and simplify the model, this paper selects various
drivers with different styles to carry out multiple pre-training
to achieve the driver action collection. It determines the range
of the final action set under the ACC condition.

For distinguishing the individual differences of drivers in
the human-vehicle-road closed-loop system, Elander et al.
took the lead in summarizing the concept of driving style
and focused on expressing the driver’s decision-making abil-
ity and the ability to manipulate the vehicle [35]. However,

FIGURE 2. Three-axle commercial vehicle experimental bench.

because the definition of driving style covers a lot, it is diffi-
cult to judge its type and difference through a single sentence.
So in most studies, the measurement of driving style is in the
form of self-report. For making the sampled action data set
fully reflect the individual differences and representativeness
of various drivers, this paper uses the multi-dimensional driv-
ing style inventory (MDSI) to conduct a questionnaire survey
on a certain number of drivers to randomly select 5 drivers for
each of the three typical driving style types, that is, aggressive
drivers, conventional drivers and conservative drivers [36].
MDSI and the driving style measurement method are given
in detail in the Appendix. The three-axle commercial vehi-
cle bench used for driving information collection is shown
in Fig. 2.

For drivers with different driving styles, the desired vehicle
acceleration and yaw rate are different, so their range of
action space is different. Three kinds of drivers drive this type
of vehicle cruising in a variety of common roads; the action
signals for these kinds of driving are collected and sorted
through the experiment bench of three-axle heavy vehicles,
as shown in Fig. 3. According to the change range of a driver’s
action information, the accelerator pedal degree range is
0–80%, the brake pedal degree range is 0–60%, and the
steering wheel angle limit is ±120◦.
The control of vehicles needs a three-dimensional action

space. Still, heavy commercial vehicles do not drive ‘‘heel-to-
toe’’ as happens in actual driving processes, so acceleration
and braking can be regarded as the same action, the output
action space range is set to (−1, 1), and the sign is used to
distinguish acceleration and braking. In training processes,
the training efficiency of multi-dimensional action space is
low, and it is easy to fall into the optimal local solution.
In order to further improve the training efficiency, the two-
dimensional action space is divided into two one-dimensional
action spaces for independent training, that is, two agents that
can output a single action are established. After the first agent
is trained, the trained data is imported into the same second
training environment to continue training the second agent,
in order to ensure a higher probability of finding the optimal
solution.
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FIGURE 3. Vehicle bench experimental data: (a) Steering wheel angle.
(b) Accelerator pedal degree. (c) Brake pedal degree.

The feasible formula for split training of longitudinal con-
trol and lateral control is:∫ t2

t1

C
2π

vdt =
∫ t2

t1

v tan(δKrs)
2π l

dt, (1)

where C is the curvature of the road, δ is steering wheel angle,
Krs is steering transmission ratio, l is steering wheelbase.

In the above formula, for the cruise vehicle with constant
speed, the actual turning radius of the vehicle changes slightly
at different speeds, and Krs is almost unchanged. Therefore,
the integral of the steering angle of the vehicle and the integral
of the road direction change simultaneously with the vehicle
speed. If the step size is sufficiently small, the wheel angle
can be completely consistent with the change of the road
curvature at every moment. In this condition, it can be seen
that acceleration and braking will not affect the control effect
of steering action.

B. STATE SPACE DESIGN
The state space should include the state information of
the vehicle itself, and also the surrounding environmental

FIGURE 4. Principle of lane line recognition by camera.

information, such as the speed of the vehicle, the speed and
relative distance of other vehicles. However, when complex
tasks are completed, the size of the state space increases
exponentially. At the same time, the relationships between
the various dimensions of the state space cause a large part of
the state not to appear at all, or a strong correlation between
certain states to exist, that is r(st,a)∼Q = r(st+1,a)∼Q. So,
the state characteristics are not obvious. This paper combines
specific control requirements to achieve a reduction of the
state space. Due to the diversity and complexity of different
types of sensor information, reasonable and effective integra-
tion is required as the state input for the intelligent vehicle.
Firstly, the observation data of a plurality of different types
of sensors are collected, from which the sensor output data
is extracted. Then the eigenvalues of the data are correlated
to complete the common description of the same target. This
paper analyzes this process from the two aspects of horizontal
(or lateral) control and vertical control.

1) LATERAL CONTROL
The control variable of lane-keeping should bring the vehi-
cle’s driving position as close to the center of the lane as pos-
sible, and the driving direction should be consistent with the
change direction of lane curvature. Therefore, the state space
of steering control is divided into two parts: the lateral offset
displacement and the lateral offset angle, which are expressed
by e1 and e2, respectively. The common camera-based lane
position sensor is used in the road recognition part. e1 and e2
are calculated as follows:

e1 = (
rdis0

rdis0 + ldis0
− 0.25)Lr ,

e2 =
arcsin( rdis0

rdis0+ldis0
−

rdis1
rdis1+ldis1

)Lr

Lt
,

(2)

where rdis and ldis are the distance between the i-th detection
point and the left and right lanes, Lr is the lane width, and
Lt is the distance between detection lines. Normalize e1 to
make it 1 when the vehicle reaches the left edge of the lane,
and −1 when it reaches the right edge. This state reflects
the deviation of the lateral offset displacement and angle of
the vehicle heading relative to the lane line at the current
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time. And in this algorithm, the driving convention for the
model is considered to be on the right side of the road. Here,
the main idea of the PID algorithm is introduced, considering
the past deviation accumulation and the changing trend of the
deviation at the next step. By integrating and differentiating
e1 and e2 respectively, a six-dimensional state space is formed
by e1, de1/dt, ∫t2t1 e1dt , e2, de2/dt, ∫

t2
t1 e2dt to describe the

lateral state of the vehicle.

2) LONGITUDINAL CONTROL
The control process of vehicle longitudinal dynamics is to
enable intelligent vehicles to recognize the distance between
the target vehicle and itself on the straight or curved road.
When there is an obstacle in the current lane, reasonable
speed and distance are maintained to avoid a collision, and
constant speed is kept when the obstacle disappears. The
control of longitudinal vehicle force is realized by increasing
the throttle degree and applying braking force. However,
in the processes of training, the vehicle is in a non-obstacle
avoidance state when it is far away from the obstacle vehicle.
Because the vehicle appears randomly during the driving
process, the state space will contain a large number of this
kind of state, which makes the agent inefficient in training.
In order to reduce the space range of non-obstacle avoidance
requirements and improve the training speed of the DRL
network, it is necessary to remove the redundant part of the
state space according to the car-following characteristics.

Considering the distance between two vehicles and the
driver’s subjective perception of the safety distance in differ-
ent traffic environments, it is, therefore, necessary to calcu-
late the dynamic safety distance with the help of the safety
distance model [37].

Ds =
v2r
2Dd
+ dfl,

dfl(vl) = 0.8509vl + 1.6109,
Derror = Sr − Ds,

(3)

where dfl is the distance between the ego vehicle (autonomous
vehicle) and the target vehicle after the relative speed is elim-
inated, which is obtained by the linear regression of the least
square method. vr is the relative speed of the two vehicles,Dd
is the expected relative deceleration under the car-following
conditions, and Sr is the straight or curved distance along
the road between two vehicles, which is calculated from the
sensor data.

The complete state variable in the environment should be
the three-dimensional state space composed of the vehicle
speed ve, the speed of the target vehicle vl , and the relative
distance Sr between the two vehicles. The other two dimen-
sions are reduced with ve as a parameter, and Sr is replaced
by Derror .
The speed of the target vehicle vl should be reduced

according to the actual driving conditions, that is, when the
dynamic safe distance between the two vehicles is greater
than or equal to 0; the vehicle speed should be compared with

FIGURE 5. Lane shape and scene.

the desired speed, and when the dynamic safe distance is less
than 0, the vehicle speed should be compared with the desired
speed and the target vehicle speed up accordingly.

srv

{
ve − vset , Derror ≥ 0,
ve −min(vset , vl), Derror < 0,

(4)

where ve, vl , and vset are the ego vehicle speed, target vehicle
speed, and desired vehicle speed, respectively. Therefore, Srv,
ve, and Derror are selected to form a three-dimensional state
space.

C. LANE SELECTION FOR TRAINING
The lane selected in this paper includes straight roads with
appropriate length and some curved roads with moderate
curvature, which are more conducive to the verification of the
DRL algorithm. The shape of the lane and the screenshot of
the lane environment are shown in Fig. 5.

D. CONSTRUCTION OF DEEP REINFORCEMENT
LEARNING NEURAL NETWORK
One of the core tasks in the DDPG approach based on
deep reinforcement learning is the structural design of the
actor-critic network. The actor network is mainly responsible
for receiving the data of the current driving state and combin-
ing them and then returning the combined characteristics to
output continuous actions. The critic network is responsible
for obtaining the sensors input and the actions output by
the actor network in the current state, and outputting the
value of the current state-action pair [38]. Previous practice
has proved that if only a single neural network algorithm is
used, the function approximation is not stable, because of the
Markovian property of data [39], so two neural networks,
the evaluate net and the target net, are constructed based
on the parameterization of the commonly used parameter θ
of the neural network.{

actor eval net : µ(s|θµ),
actor target net : µ′(s|θµ

′

).
(5)

The construction of actor network and critic network is
based on MATLAB code. They are all regressed through four
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TABLE 1. Actor network structure.

TABLE 2. Critic network structure.

full connection layers (each layer has 48 neurons). The actor
network outputs the steering wheel angle and the acceler-
ator/brake pedal degree using a nonlinear activation func-
tion (tanh function). The actor network and critic network
structure are respectively arranged, as shown in Table. 1 and
Table. 2.

III. STABILITY ANALYSIS OF THREE-AXLE HEAVY
VEHICLE
Because of the high position of the heavy vehicle’s centroid
and the narrow wheelbase relative to the vehicle body, it is
more prone to have stability problems, such as rollover, than
other vehicles [40]. For multi-axle vehicles with large mass
and long body, once an accident occurs, it is a severe traf-
fic accident. Therefore, in order to apply the reinforcement
learning algorithms to the driving decision-making of heavy
vehicles, the stability of the vehicle must be considered at all
times in the training processes, so that the agent can correct
the vehicle state in time in case of a rollover trend.

A. VERTICAL LOAD MODELING
In this paper, the research focus of the multi-axle heavy
vehicles model is firstly on the modeling of the vertical
load distribution. Vertical load distribution is the biggest
difference betweenmulti-axle vehicles and two-axle vehicles.
In order to avoid over-constraint and introduce dynamic load
distribution ratios and other parameters, this paper analyzes
the three-axle heavy vehicle in sections, introduces virtual
internal force at the disconnection point, and considers the

TABLE 3. Vehicle size parameters.

different positions of the centroid for load distribution. Ignor-
ing the vehicle’s pitch motion and the flexibility of the body,
the vertical load of each axle of the vehicle is caused only
by the roll angle velocity, roll angle, lateral acceleration, and
longitudinal acceleration. In this paper, the selected truck
model in the PreScan simulation environment is theMercedes
Benz Actros 2541. To ensure the accuracy and applicability
of the load model, the parameters used in the model are real
values and consistent with the data in the training environ-
ment (see Table. 3, obtained from Mercedes-Benz official
website).

Fig. 6 details the two parts after the separation of the three-
axle vehicle. Point A is the breaking point, Fig. 7(a) is the
first axle part after separation, and Fig. 7(b) is the second
part composed of the remaining two axles and the vehicle
body.

The vertical load model divides the vertical load into two
parts. One is the static vertical load of the wheel on one side
Fzrsi,zlsi, the other is the vertical load change of the wheel
on one side 1Fzri,zli caused by the longitudinal acceleration,
lateral acceleration and roll motion (where i is the number
of the car body subsystem after the division, i = 1, 2).
Therefore, the vertical load equation of each axle of three-
axle vehicles is the sum of the static vertical load and the
change value of the vertical load, as shown in ‘‘6,’’, where
i = 1, 2, 3. When the vehicle rolls over, one side of
the wheel bears the full mass, and the other side bears no
load.

Fzri,zli = Fzrsi,zlsi ±1Fzri,zli. (6)

The symbols used in Fig. 6–Fig. 7 are explained in the
Appendix. Equation (7) is the static vertical load of each
wheel of the vehicle, where Kst is the static axle load distri-
bution coefficient between the second and third axles of the
vehicle.

Fzrs1,zls1 =
1
2

[
mg−

mglv
l1 +

(l2−l1)
2

]
,

Fzrs2,zls2 =
Kst
2

[
mglv

l1 +
(l2−l1)

2

]
,

Fzrs3,zls3 =
(1− Kst )

2

[
mglv

l1 +
(l2−l1)

2

]
.

(7)

Multi-axle vehicles are mostly used to carry heavy goods,
and the different positions of the goods will affect the position
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FIGURE 6. Segmentation of three-axle vehicles.

of the vehicle’s centroid. Therefore, in order to discuss the
extreme operating conditions, we assume that the vehicle
is fully loaded, and the goods loaded by the vehicle are
homogeneous goods, and the length of the goods is known,
and the load distribution of each part of the vehicle body can
be estimated. Equation (8) is the estimated value of the length
and mass of each part of the vehicle body.


L1 = (lv1 +

lr11
2

)− (Lc −
Llc
2
),

m1 = L1
mc
Llc
,

L2 = Llc − L1,
m2 = mc − m1,

(8)

where L1 and L2 are the length of the goods in the first
and second parts of the vehicle, m1 and m2 are the masses
of the goods in the first and second parts of the vehicle,
and Llc is the total length of the goods. According to the
empirical equation, the distance lv2 between the equivalent
centroid of the second part and the second axle can be
estimated. This value is only used to verify the validity of
the model, and correction will be made for compensation
later.

lv2 = (L2 +
l2
2
)− (

Lc
2
+ Llc). (9)

After the three-axle vehicle is divided, the vertical load of
each part can be calculated through the balance of force and
moment. The vertical load change of the first axle 1Fzr1,zl1
can be calculated from Fig. 7(a). The vertical load change
of the first axis lateral moment transformation 1Fzrm1,zlm1,
and vertical load change of the pitch moment transformation
1Fzra1,zla1, which is the virtual internal force applied to the

split part, are shown in (10).

1Fzr1,zl1=1Fzrm1,zlm1 − Fzra1,zla1 +
Kb1ϕ
H

,

1Fzrm1,zlm1=
(mvayh1 + m1ayhc)

H
cosϕ −

K1ϕ + C1ϕ
′

H
+
(mvghr1 + m1ghc)

H
sinϕ,

Fzra1,zla1=
1Fzrm1,zlm1lv1 +

mvaxh1
2 +

m1axhc
2

ls1
,

ls1= lv1 +
lr11
2
.

(10)

According to Fig. 7(b), the moment balance equation of
the second part is (11), where the vertical load change caused
by the moment in different directions for each axle (1Fzr2,zl2
and 1Fzr3,zl3) can be calculated.

1Fzrm2,zlm2 =
m2ayh2
H

cosϕ −
K2ϕ + C2ϕ

′

H
+
m2ghr2
H

sinϕ,

1Fzr2,zl2 =
Fzra1,zla1(l2 − lv1 −

lr11
2 )− m2axh2

2

lr12 − lr11
+
1Fzrm2,zlm2(lr12 − lr11 − lc2)

lr12 − lr11
+
Kb2ϕ
H

,

1Fzr3,zl3 = −1Fzr2,zl2 + Fzra1,zla1

+1Fzrm2,zlm2 +
Kb3ϕ
H

.

(11)

This paper uses the lateral load transfer rate (LTR) as an
evaluation index to identify whether the vehicle tends to roll
over, which is defined as:

LTR =

∣∣∣∣Fzr − FzlFzr + Fzl

∣∣∣∣ . (12)
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FIGURE 7. Details of each part of three axle vehicles: (a) The first part. (b) The second part.

Combined with the load model established above,
the dynamic lateral load transfer can be used to calculate the
vertical load of each axle. The value is related to the vehicle’s
roll angle, roll angle speed, lateral acceleration, and other
variables. The simulation results show that the absolute value
of the threshold is 0.55, i.e., when the absolute value LTR is
greater than 0.55, the algorithm judges that the vehicle will
tend to roll over, and the control algorithm is started to control
the vehicle.

B. ESTIMATION OF THE CENTROID POSITION
Vehicle states, such as yaw rate, longitudinal acceleration,
and lateral acceleration, can be obtained by sensors, but there
are some parameters in the system studied in this paper
that cannot be measured directly, or that require expensive
sensors, and these state parameters are very important for
calculating the vertical load of vehicle axle. Therefore, this
paper proposes a method to identify the heavy vehicle’s
centroid position based on the H-infinity filter and the CKF
(Cubature Kalman filter). Aiming at the problem of noise
uncertainty in nonlinear filters, the H-infinity filter theory
is combined with the point-based nonlinear filter, and the
five-degree cubature rule is used to approximate the Gauss
integral in the point-based nonlinear H-infinity filter frame
and obtain the robust H-infinity Cubature Kalman filter.
Finally, the effectiveness of the algorithm is verified by simu-
lation using the TruckSim simulation software for multi-axle
trucks.

Generally, the lateral disturbance of the vehicle’s centroid
caused by the external input is small, so the centroid parame-
ters to be identified are the height and distance of the centroid
from the front and rear axles. The vertical acceleration of the
vehicle is much smaller than the gravity acceleration, so the
vertical acceleration of each wheel is not considered here.

The equation for calculating the state of the centroid is as
follows, with the details in Appendix [41]–[44].

max = ks(
3∑
i=1

siFzi)−
1
2
ρCdAv2x − mg sin θ,

Jẇi = Ti − rr (f + kssi)Fzi

(13)

The parameters required in the above equations can be
obtained from the real vehicle data or the simulation software
TruckSim. Assuming that x=[lv h], where lv is the horizontal
distance from the centroid to the first axle, h is the height of
the centroid from the ground, the expression of the filtering
system can be further obtained:{

xk+1 = xk + wk ,
zk+1 = f (xk , zk )+ vk .

(14)

The CKF realizes the extraction of the demand signal
according to the Bayesian estimation principle with its recur-
rence process in the Appendix. However, the robustness of
CKF is not goodwhen dealingwith the filtering problem [45],
so in this paper, CH∞KF filtering is introduced to improve
the filtering robustness and to eliminate the degradation
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problem in KF. Similarly, it is necessary to satisfy the the-
orem (a) when H-infinity filtering is applied to a nonlinear
field [46].

Theorem (a): the state transition matrix of a linear system
is Fk , and the input control matrix is Gk . If [Fk Gk ] is a full
rank matrix, for a given positive number γk , the H-infinity
suboptimal filter must exist, if and only if all k , the H-infinity
suboptimal filter must satisfy:

P−1k|k = P−1k|k−1 + H
T
k R
−1
k Hk − γ

−2
k LTk Lk > 0

where Hk is the measurement matrix of the system, Lk is any
known matrix that can be linearly combined with the state
vector xk . Usually, Lk = I , where I is the unit matrix of the
corresponding dimension.

When the theorem (a) holds, if P0|0 is a given positive
definite matrix, then the error covariance matrix Pk|k at time
k satisfies the Riccati equation as follows:

Pk|k = Pk|k−1 − Pk|k−1[HT
k L

T
k ]R
′
e,k

[
Hk
Lk

]
PTk|k−1,

R′e,k =

[
Rk 0
0 −γ 2

k I

]
+ R′e,k

[
Hk
Lk

]
Pk|k−1

[
HT
k LTk

]
.

(15)

To reduce the amount of computation in each recursive
process, transform the variables in (15) to:

Pk|k−1HT
k ≈ Pxz,k|k−1,

HkPk|k−1HT
k ≈ Pxz,k|k−1 − Rk ,

HkPTk|k−1 = (Pk|k−1HT
k )

T
≈ PTxz,k|k−1.

(16)

Substituting ‘‘16’’ into ‘‘15,’’ the error covariance matrix
at time k is updated to:

PCH∞KF,k|k = Pk|k−1 −
[
Pxz,k|k−1 Pk|k−1

]
(R′e,k )

−1

[
PTxz,k|k−1
PTk|k−1

]
,

(R′e,k )
−1
=

[
Pzz,k|k−1 PTxz,k|k−1
Pxz,k|k−1 Pk|k−1 − γ 2

k I

]
.

(17)

Compared with the traditional CKF, CH∞KF adopts a new
method to calculate the error covariance matrix Pk|k at time
k . In order to ensure the positive definiteness of the error
covariance matrix at time k , the theorem (a) is transformed
into ‘‘18’’ according to the inverse matrix theorem and ‘‘15’’-
‘‘17.’’

γ 2
k > ζ max

{
eig(P−1k|k−1 + P

−1
k|k−1Pxz,k|k−1

×R−1k [P−1k|k−1Pxz,k|k−1]
−1)−1

}
. (18)

According to the above derivation, it can be seen that
CH∞KF keeps positive covariance to prevent filter diver-
gence by adjusting the change of immunity factors γk . By the

FIGURE 8. Filter graph for Centroid states identification: (a) Distance from
the centroid to the first axle. (b) Height of the centroid.

same method, the prediction error covariance of a dynamic
system is transformed.

PCH∞KF, k|k−1 =
1
2n

2n∑
i=1

X∗i,k|k−1(
2n∑
i=1

X∗i,k|k−1)
T

− x̂k|k−1(x̂k|k−1)T + Qk−1. (19)

After obtaining the estimation expression of the centroid
position of the system, the state value of the vehicle centroid
can be obtained by using the CH∞KF algorithm. Since the
centroid position of the vehicle does not change anymore after
each start, the value of kl and h is fixed. The sampling is
performed every interval after the estimation starts, and the
variance of the nearest n sampling points is calculated, and
the square difference is normalized.

σ1 =

n∑
k=1

(
lv,k − l̄v
l̄v,n

)2,

σ2 =

n∑
k=1

(
hk − h̄

h̄n
)2,

(20)

where lv,k and hk are the estimated values, l̄v and h̄ are the
average of the estimated values of the last n sample points.
If the variance σ2 and σ3 are less than the set thresholds
σ20 and σ30, the estimation is stopped. The filter graph for
centroid states identification is shown in Fig. 8, in which the
identification value of centroid states is closer to the reference
value than the measured value, converges, and the error is less
than 5%.

The filtered vehicle centroid position parameters are sub-
stituted into the vehicle vertical load model in III.A, and the
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FIGURE 9. Load fitting curves: (a) Right and left wheels load of the first axle at 30 km/h. (b) Right and left wheels load of the second axle at 30 km/h.
(c) Right and left wheels load of the third axle at 30 km/h. (d) Right and left wheels load of the first axle at 50 km/h. (e) Right and left wheels load of
the second axle at 50 km/h. (f) Right and left wheels load of the third axle at 50 km/h.

load fitting curves of the left and right wheels of each axle are
verified under the double-lane change conditions of 30 km/h
and 50 km/h respectively, as shown in Fig. 9.

It can be seen from the vertical load comparison figure that
the three-axle heavy vehicle vertical load calculation method
has a good motion-fitting effect, but the selected working
condition is extreme, and the model is not modified, so there
is a state error, which is less than 5%. The TruckSim model
vibrates at the beginning of the movement. The original data
used here are collected from the beginning, so there are fluc-
tuations here too. Operation and data collection will start later
after the vehicle is stable. The modeling idea can effectively
avoid the influence of over constraint of three-axle vehicles,
and it can be seen that the vertical load of the vehicle can still
be well described when a few wheels on one side are almost
raised.

C. VERTICAL LOAD CORRECTION ALGORITHM
According to the vehicle load model and the state parameter
calculated by the algorithm proposed above, we can obtain
the vertical load of each axle with a better fitting effect.
However, the vertical load varies greatly, so it is impossible
to judge whether the calculation is accurate by relative devia-
tion; also, the calculated vertical load of the vehicle is affected
by the deviation between the identified parameters and the
model accuracy, so it cannot be directly applied to the control
system. Therefore, in order to further improve the accuracy of
vertical load estimation, a correction method for the vertical
load of three-axle commercial vehicles is proposed.

Firstly, the parameters of the first part are known at the
no-load condition, and the vertical load of this part can be
calculated more accurately, so the first axle does not need to
be corrected for a vertical load.
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Secondly, the second axle and the third axle are located in
the second part of the vertical loadmodel, which are relatively
independent. In parameter calculation, the heavy vehicle with
a long body has a rear magnification effect.

Thirdly, the vehicle has anti-roll stabilizer bars, and the
excessive roll angle or roll angle speed will cause changes
in the suspension equivalent stiffness and damping values.

Based on the above three points, the semi-empirical algo-
rithm is designed to adjust these parameters to improve the
accuracy of vertical load model in III.A. Because the influ-
ence of stiffness and damping coefficient is more complex
than that of the anti-roll stabilizer bar, it is more reasonable
to adjust the vertical load only through the anti-roll stabilizer
bar stiffness.

For the vehicle’s lateral load transfer rate, we assume that
only the second part of the three-axle commercial vehicle is
considered:

LTR2,3 =
Fzr2,zr3−Fzl2,zl3
Fzr2,zr3 + Fzl2,zl3

= kltr2,ltr3
2ayh2
gH

, (21)

where h2 is the height of the second part of the vehicle’s
centroid simply calculated based on experience, and kltr2,ltr3
is the coefficient describing the rear magnification.

h2 = h1 +
Jy(l2 − ls)m2

khJzl2m1
, (22)

where kh is an empirical parameter (kh = 7). Combining the
load model in III.A and (21), we can get:

2
Kb2,b3φ
H

= kltr2,ltr3
2ayh2
gH

(Fzr2,zr3 + Fzl2,zl3)

+ (Fzr2,zr3 − Fzl2,zl3). (23)

According to (23), two thresholds (Mltr2,ltr3 and Nltr2,ltr3)
are set to modify. The relative sizes of Mltr2,ltr3 and Nltr2,ltr3
indicate that the force generated by the anti-roll stabilizer bar
is too large or too small, so the force generated by the anti-roll
stabilizer bar can be adjusted by the threshold. At the same
time, ay and ϕ are used for the fourth-order polynomial fitting
to get the correction law for the vertical load coefficient.


Mltr2,ltr3 = 2

Kb2,b3φ
H

,

Nltr2,ltr3 = kltr2,ltr3
2ayh2
gH

(Fzr2,zr3 + Fzl2,zl3)

+(Fzr2,zr3 − Fzl2,zl3),

(24)

sat(Mltr2,ltr3 − Nltr2,ltr3)

=


0,

if
∣∣Mltr2,ltr3 − Nltr2,ltr3

∣∣ < 1.5,
sign(Mltr2,ltr3 − Nltr2,ltr3),

else.

(25)

The semi-empirical correction equation for vertical load
Fzri,zli,m is:

Fzri,zli,m1 = Fzri,zli + sat(Mltr2,ltr3 − Nltr2,ltr3)
Kb2,b3φ
H

LTR,

Fzri,zli,m2 = p00 + p10φ + p01ay + p20φ2

+p11φay + p02a2y
+p30φ3 + p21φ2ay + p12φa2y + p03a

3
y + p40φ

4

+p31φ3ay + p22φ2a2y + p13φa
3
y + p04a

4
y,

Fzri,zli,m = Fzri,zli,m1 + Fzri,zli,m2,

(26)

where the polynomial fitting parameter ppq(p = 0 − 4, q =
0 − 4) is a fixed value obtained by semi-empirical correc-
tion, and the corrected vertical load of each axle is shown
in Fig. 10.

Through comparison and verification, it can be seen that
the modified load model proposed is highly consistent with
the complex vertical load model in TruckSim, which can
accurately estimate the vehicle state and meet the require-
ments of the application in the control system. The vertical
load value obtained by the model will be used to calculate
the LTR value of the three-axle heavy vehicle in the PreScan
environment, and the stability judgment basis will be intro-
duced into the design of the reward function to achieve stable
control of the vehicle.

IV. DESIGN REWARD FUNCTION
In the DRL framework, agents can only learn how to inter-
act with the environment according to the definition of the
reward function, so the design of the reward function directly
determines the control effect of agents. The reward func-
tion needs to define the rewards and punishments of cor-
responding actions under different driving conditions, but
few people consider the stability of the vehicle from the
perspective of vehicle system dynamics. Based on the load
transfer model, the stability analysis has been carried out,
and the reward factors based on driving efficiency, driv-
ing safety, and driving stability have been comprehensively
considered.

A. DISTANCE DEVIATION PUNISHMENT TERM

Re = −(ke1e21 + kė1ė
2
1 + ke2 |e2| + kė2 |ė2|), (27)

where ke1, kė1, ke2 and kė2 are the punishment coefficients
corresponding to the driving deviation. This behavior of
directly rewarding or punishing the state makes it easier for
the agent to learn the desired action. Even if the best strategy
is not found, this term can provide positive feedback. Because
the rewarding process is Markovian, the design of this part
of the reward function only includes the punishment for the
current state and future trends, and the relative weight at
the current moment should be higher than that for the next
moment.
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FIGURE 10. Modified load fitting curves: (a) Right and left wheels load of
the second axle at 30 km/h. (b) Right and left wheels load of the third
axle at 30 km/h. (c). Right and left wheels load of the second axle at
50 km/h. (d) Right and left wheels load of the third axle at 50 km/h.

B. SPEED REWARD AND OVERSPEED PUNISHMENT

Rv



cosϕvkl − | sinϕ|vkl,
ve ≤ vset , Derror ≥ 0,

cosϕvkl − | sinϕ|vkl − |e1|vkl,
ve ≤ vset , Derror < 0,

cosϕ(2vkl − v2vkl)− | sin(e2)|(2vkl − v
2
vkl),

ve > vset , Derror ≥ 0,
cosϕ(2vkl − v2vkl)− | sin(e2)|(2vkl − v

2
vkl)− |e1|vkl,

ve > vset , Derror ≥ 0,

(28)

where ve and vset are the speed of the vehicle and the desired
speed, and vkl is the relative value of ve and vset . When the
vehicle speed is less than the desired speed, as the vehicle
speed increases, the reward continues to increase. If the vehi-
cle reaches the desired speed, and the direction of the vehicle
is consistent with the centerline of the lane, and the vehicle is
at a safe distance from the target vehicle, the reward reaches
a maximum of 1. When the vehicle speed is higher than the
reference speed, the reward decreases quadratically with the
increase in the vehicle speed, which can prevent the agent
from repeatedly accelerating and decelerating due to greed
and causing the vehicle speed to fluctuate. If the initial train-
ing state is always with a negative reward, then the learning
efficiency will be very slow. If the initial training state is
always with a positive reward, the system finds it difficult to
learn what is the good side. Therefore, this term adopts the
middle zero-point reward, which includes both positive and
negative.

C. LARGE STEERING WHEEL ANGLE PUNISHMENT TERM

Rδ = −kδ ×max((|δ| − 0.2), 0), (29)

where kδ is the punishment coefficient of steering wheel
angle. In the design process of the reward function, in order
to make the behavior of agents more stable, the normalized
steering wheel angle is limited.

D. ROLL STABILITY PUNISHMENT TERM

Rr=
2kr
π

arctan(
1

LTR− (1+ ε)
), 0.55 < LTR ≤ 1,

(30)

where kr is the punishment coefficient for roll stability. ε is an
infinitesimal positive number.When LTR is greater than 0.55,
it is considered that the trend of roll begins to appear. At this
time, punishment is given to enable the vehicle to avoid risks
in a controllable state in time.

E. DYNAMIC SAFETY DISTANCE ERROR PUNISHMENT
TERM

Rs =

 ks ×
Derror
Dsafe

, if Derror < 0,

0, else,
(31)

where ks is the punishment coefficient of dynamic safety
distance error. When the difference between the dynamic
safety distance and the relative distance between two vehicles
is less than 0, the punishment is set for the distance error.

F. PUNISHMENT TERM

Rd = −kd × done_signal, (32)

where kd is the done punishment coefficient. If the vehicle
leaves the lane too much, or collides with other vehicles,
or the speed is lower than 5 km/h within 100 consecutive
steps, or the value of LTR is 1, or the vehicle reaches the
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FIGURE 11. Simulation framework and algorithm implementation.

endpoint, then the training process will be terminated. The
punishment will be given, and the next training will be carried
out.

If the vehicle is always stuck and unable to regain the free
exploration state, the experience pool will increase with too
much of the data being invalid, and the single training episode
will be meaninglessly extended, which greatly reduces the
convergence speed of the agent network training. Therefore,
in the process of simulation, appropriate intervention and
termination conditions are added. However, it is very difficult
to learn this signal when the vehicle training is terminated,
and it is easy for the signal to disappear in a large number
of data. Therefore, a larger punishment coefficient is given
to quickly reduce the probability of Q(s,a) reappearance.
By reasonably designing the structure and coefficient of other
rewards and punishments, the reward function is as continu-
ous and effective as possible to solve the sparse reward and
optimize the training results and efficiency.

Summarizing the reward and punishment terms of all
reward functions, the final reward function of the agent is:

R = Re + Rv + Rδ + Rr + Rs + Rd . (33)

V. UPDATE FUNCTION
The strategy update method of the actor adopts the strat-
egy gradient to optimize. The optimization goal is the total
expected reward of the strategy maxθE(R|πθ ), R is the cumu-
lative reward in the process, and πθ is the behavior strat-
egy. The objective function of reinforcement learning can be

expressed as:

J (θ ) = E(
N∑
i=0

R(si, ai);πθ ) =
∑
τ

P(τ ; θ )R(τ ), (34)

where R(τ ) is the return of the trajectory, and P(τ ; θ ) is the
probability of the trajectory appearing. For a set of state-
action sequences τ = (s0, a0, s1, a1,. . . , si, ai) of the agent,
in order to make the strategy produces a fixed trajectory,
that is, the action output is unique under the same state,
so a deterministic strategy is adopted [28]. At the same time,
in order to avoid the inability to learn, due to the inability of
certain strategies to access other states, the learning method
of different strategies is adopted. In this paper, the calculation
method of the heterogeneous deterministic strategy gradient
is as follows:

∇θµJβ (µθ ) ≈ Es∼pβ [∇θµµ(s|θ
µ)|s=si

×∇aQ(s, a|θQ)|s=si,a=µ(si)], (35)

where β is the sampling strategy, ρ is the state distribution,
µ(s|θµ) is the deterministic strategy, and Q(s,a|θQ) is the
action value function. In the conventional DDPG algorithm,
the network randomly samples from experience replay mem-
ory buffer for offline training. The finite size state-action
sequences are stored in the experience replay memory buffer
and randomly sampled according to the exploration strategy.
However, this leads to a general learning effect of the sample
in the early stage and a slower learning rate in the later stage.
Therefore, in the second stage of learning, the sample space
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is increased, and the samples with better behavior are added
in the later stage. The improved simulation framework and
algorithm implementation are shown in the following figure.

In the simulation framework, the evaluate net in the actor
guides the vehicle to make behavior decisions and controls
the vehicle to drive in the unknown environment (step 1).
The vehicle state information and visual image are obtained
from PreScan, and the feedback data is transmitted to DDPG
network for calculation (step 2). Deep neural network training
often assumes that the data are independent and identically
distributed. Since the RL training data is a sequential time
series, memory is built to break the correlation in the data,
and the loss function is defined as:

L(θ )=E(si,ai,r(si,ai),si+1)∼U (D)[yi−Q(si, ai|θQ)2], (36)

where U (D) is mini-batch, which is used for experience
storage and playback. In the early stage, the sample pool has
a small sample space, which increases to a fixed value as the
number of iterations increases. During the training process,
the update process of the deterministic critic algorithm can
be expressed as:

δi = ri + γQ′(si+1, µ′(si+1|θµ
′

)|θQ
′

)
−Q(si, µ(si|θµ)|θQ),
θQ
′

= θQ + αθQδi∇θQQ(si, µ(si|θ
µ)|θQ),

θµ
′

= θµ + αθµ∇θµµ(si|θµ)∇µ(si|θµ)
Q(si, µ(si|θµ)|θQ),

(37)

where δi is the time difference error, rt is the reward at the
current time,Q′(si+1, µ′(si+1|θµ

′

)|θQ
′

) is the estimated value
of Q at the current time, and Q(si, ai|θQ) is the Q value at
the previous time. Equation (37) represents the method of
updating the value function parameter θµ using the value
function approximation method and updating the policy gra-
dient parameter θQ using the deterministic strategy gradient
method, where αθQ and αθµ are the learning rates of the value
function and the strategy gradient function respectively.

The training parameters used in the above mentioned deep
reinforcement learning training and the weights of the reward
function are designed, as shown in the following table.

VI. COMPARISON OF EXPERIMENTAL RESULTS
In deep reinforcement learning, episode reward, and average
reward are usually used to reflect the training convergence
level and learning effect. Fig. 12(a) and Fig. 12(b) are train-
ing processes for the steering wheel angle and longitudi-
nal force control in action space, respectively. In the early
stage of the training of the first agent, the DRL model did
not get obvious rewards and remained at a low level. After
more than 10 episodes, the DRL model entered a relatively
fast stage of exploring and learning and quickly converged.
After 40 episodes, episode rewards were slightly increased
and stabilized, and then maintained at a high reward value.
In the early stage of training the second agent, the reward
value fluctuated significantly. With the increase in the num-
ber of episodes, the amplitude of the fluctuations gradually

FIGURE 12. Reward value of training process: (a) First agent. (b) Second
agent.

decreased, and the highest reward valuewas explored in about
50 episodes. Random exploration in about 60 episodes led to
a decrease in reward value, while the decision-making reward
was stable at a high reward value in about 70 episodes.

In the training process, due to the small step size and loose
termination conditions, the agent is able to make a full explo-
ration in each episode. The split training of the two agents
reduced the dimension of the output action and reasonably
reduced the state space, thereby significantly improved the
learning efficiency. Both agents converged in 100 episodes
and greatly reduced the number of episodes required for
training.

In order to verify the training effect of the agents, the speed
curves of variable speed, constant low speed, and constant
high speed were selected randomly for the target vehicle.
Position A in Fig. 13–Fig. 15 shows that the agent controls
the vehicle and causes it to cruise at the desired speed.
In Fig. 13(a), the vehicle at B position is decelerated and
cannot reach the desired speed at D position due to the fact
that if the desired speed is maintained to exceed the curved
road, the lateral stability of the vehicle will become worse.
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FIGURE 13. The simulation results for the target vehicle driving with
variable speed: (a) Vehicle speed change. (b) Distance change.

TABLE 4. Training parameters and weight coefficients of reward function.

The agent chooses the behavior of improving driving safety
by weighing the desired speed reward and the punishment of
losing stability. The C and E positions are those where the
distance between the vehicle and the target vehicle is too close
and less than the dynamic safety distance, leading the agent
to control the vehicle by braking. In Fig. 14(a), the target

FIGURE 14. The simulation results for the target vehicle driving at a
constant low speed. (a) Vehicle speed change. (b) Distance change.

FIGURE 15. The simulation results for the target vehicle driving at a
constant high speed. (a) Vehicle speed change. (b) Distance change.

vehicle speed is always less than the desired speed, so the
vehicle always follows the target vehicle speed after position
A and keeps the desired safe distance. In Fig. 15(a), the target
vehicle speed is always greater than the desired speed, so the
vehicle speed is only constrained by the ideal speed and road
curvature, which is an ideal driving state. Position A is the
state where the vehicle has almost reached the desired speed
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FIGURE 16. Distribution of offset: (a) Distribution of normalized lateral
offset displacement. (b) Distribution of lateral offset angle.

in the initial stage. After position A, the vehicle always makes
a trade-off between the desired speed and well roll stability.
In each distance change figure, the error from the desired
safety distance curve is always above the coordinate axis,
which shows that the vehicle does not collide at every step and
maintains the desired safety distance. The changing trend and
amplitude of the relative distance curve and error curve are
consistent, which shows that there is no obvious fluctuation
of dynamic safety distance between the two vehicles, and the
whole control process is relatively stable.

In order to further test and verify the trainedmodel, the nor-
malized lateral offset displacement of the vehicle and the
lateral offset angle between the vehicle and the centerline of
the lane were recorded, and their probability density distribu-
tion is shown in Fig. 16. According to the differences in the
curvature of the curved road, the lateral offset between the
vehicle and the lane center is slightly different, so there will
be a smaller control deviation. From the numerical point of
view in Fig. 16(a), the normalized lateral offset is basically
kept near the lane centerline (that is, within ±0.075), with
a small number of data points distributed in the normalized
lateral offset range of 0.075–0.11, and no data points are close
to the left and right edges of the lane. In Fig. 16(b), most of
the lateral angle offset is near the zero point, and most of the
sample points are within the range of ±0.02. To summarize,
simulation results indicate that the trained model can provide
the expected behavior and achieve the effect of lane-keeping.

The comparison of the LTR value of the vehicle before
and after the stability control is shown in Fig. 17. If the
vehicle stability control is not carried out, the LTR value
of the vehicle is mostly distributed in the safe range

FIGURE 17. The distribution of LTR values during the experiment.

of 0–0.55, though a few LTR values are distributed in the
adjacent dangerous area of 0.55–0.8. Although only a very
few data points are distributed in the danger areas of 0.8–1.0,
it will cause serious traffic safety problems and irreversible
control processes, and even make the vehicle rollover, so it is
necessary to take active control in advance. After the stability
control, although the probability of the LTR value distribution
in the 0.3–0.55 area increased significantly, it is still in the
safe area range, and the distribution of the LTR value is
basically controlled in the range of 0–0.6, and there is no
dangerous rollover condition with LTR value of 1. It can be
inferred that the decision-making strategy for heavy vehicles
can decrease the LTR value efficiently to keep the vehicle
stable and safe while operating.

VII. CONCLUSION
For a heavy-duty commercial vehicle under adaptive cruise
condition, a semi-rule decision-making method was pro-
posed, and the control accuracy guaranteed to a great extent
through the accurate load model. Through the reasonable
design of reinforcement learning parameters, the training
time of the agent was greatly shortened, which improved the
efficiency of the developing reinforcement learning-related
algorithms. In addition, the control effect of the agent is very
good, and it solves the problems that traditional rule-based
decision-making methods cannot solve in complex and unfa-
miliar environments. The agent learns through continuous
interaction with the environment to get rewards or punish-
ments for self-learning, which has the potential to approach
or even surpass humans and reflects the superiority of the
algorithm. Future work will focus on the perception module
and the execution module to build a complete system.

APPENDIX
A. ACC TECHNIQUES
See Table 5.

B. MEASUREMENT METHODS AND CONTENTS OF MDSI
The multi-dimensional driving style inventory (MDSI)
presents a comprehensive, multi-dimensional picture of the
various orientations people may adopt while driving, and it
could delineate a person’s profile across differentiated, and
even antagonistic, driving orientations.
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TABLE 5. Summary of conventional adaptive cruise control techniques.

There are 44 items in this scale, which are divided into
8 factors. The dissociative driving factor, which refers to
the driver who is easily distracted during driving, makes
driving errors due to this distraction and displays cognitive

gaps and dissociations during driving. Anxiety driving factor,
which refers to the driver who feels distressed during driving,
displays signs of anxiety due to the driving situation and
expresses doubts and lack of confidence about his or her
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TABLE 6. Multi-dimensional driving style inventory (MDSI).

driving skills. The risky driving factor, which refers to the
driver’s seeking for stimulation, sensation, and risk during
driving and his or her tendency to take risky driving decisions
and engage in risky driving. The angry driving factor, which

refers to the driver who is hostile towards other drivers,
as well as behave aggressively and feel intense anger while
driving. The high-velocity driving factor, which refers to
the driver’s fast driving tendency to display signs of time
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TABLE 7. List of symbols.

pressure while driving. Decompression driving factor, which
refers to the driver’s tendency to engage in relaxing activities
during driving, and aimed at reducing distress while driv-
ing. The Patient driving factor, which refers to the driver’s
tendency to be polite towards other drivers, to feel no time
pressure during driving, and to display patiencewhile driving.
Careful driving style refers to the driver’s tendency to be
careful during driving, to plan his or her driving trajectory
effectively, and to adopt a problem-solving attitude towards
driving-related problems and obstacles. This scale divides
eight factors combinations into four different driving styles.
Accurately, the reckless and careless driving style was rep-
resented by the risky and high-velocity MDSI factors; the
anxious driving style was represented by the anxious, disso-
ciative and distress-reduction MDSI factors; the angry and
hostile driving style was directly represented by the angry
MDSI factor; and the patient and careful driving style was
represented by two conceptually related MDSI factors—the
careful and patient factors. The specific contents of MDSI are
as follows:

Among the 8 factors of MDSI, dissociative driving factor
has 8 items(11, 15, 27, 30, 34, 35, 36, 39), anxious driving
factor has 7 items(4, 7, 10, 25, 31, 33, 40), risky driving
factor has 5 items(6, 20, 22, 24, 44), angry driving factor has
5 items(3, 12, 19, 28, 43), high-velocity driving factor has
6 items(2, 5, 9, 16, 17, 32), distress-reduction driving factor
has 4 items(1, 8, 26, 37), patient driving factor has 4 items
(13, 18, 23, 38), careful driving factor has 5 items(14, 21, 29,
41, 42), 4 of them are reversed items.

In this paper, 20 drivers were selected for data collection.
The drivers were asked to read each item and to rate the extent
to which it fits their feelings, thoughts, and behavior during
driving on a 6-point scale, ranging from ‘‘not at all’’ (1) to

‘‘very much’’ (6). Selected drivers were asked to complete a
packet of questionnaires. The questionnaires were presented
in a random order across drivers. The packet included scales
tapping driving style, self-esteem, desire for control, impul-
sive sensation seeking, extraversion, and driving behaviors.
Because this paper does not consider the driver’s unskilled
operation and their personal life and emotional factors when
judging the driver’s style, the anxiety driving style and the
angry and hostile driving style are excluded from the clas-
sification results. The patient and careful driving style are
refined into the patient driving style and the careful driving
style according to the relative score of the two dimensions.
Then, the results of the questionnaire randomly selected
5 drivers for each of the three types among a certain number
of drivers, that is, conservative drivers with a patient driv-
ing style, conventional drivers with a careful driving style,
aggressive drivers with a reckless and careless driving style.
In the following process, driver action information will be
collected according to the style category.

C. MEANING OF SYMBOLS USED IN SECTION III
See Table 7.

D. CALCULATE THE STATE OF THE VEHICLE’S CENTROID
A model for estimating the centroid position of vehicles is
constructed, as shown in (A.1). When the acceleration of the
vehicle exists, the vertical load of each wheel changes as the
acceleration value changes:
mglv − Fz2l1 − Fz3l2 − mah− Faha = 0,
mg(l2 − lv)− Fz1l2 − Fz2(l2 − l1)+ mah+ Faha = 0,
Fz1 + Fz2 + Fz3 = mg,

(A.1)
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FIGURE 18. Vehicle model for centroid state estimation.

Algorithm 1 Cubature Kalman Filter
Data: tf ,X0|0,P0|0
Result: x̂k|k (k = 1− tf )
1. Initialization: tf = 500,X0|0 = x̂k−1|k−1,

P0|0 = Pk−1.k−1
2. For k=1:tf
3. Time update: Cholesky decomposition

pk−1|k−1 = Sk−1|k−1STk−1|k−1,
Xi,k−1|k−1 = Sk−1|k−1ζi + x̂k−1|k−1,
X∗i,k−1|k−1 = f

(
Xi,k−1|k−1

)
,

x̂k|k−1 = 1
2 n

2 n∑
i=1

X∗i,k|k−1,

Pk|k−1 = 1
2 n

2 n∑
i=1

X∗i,k|k−1
(
X∗i,k|k−1

)T
,

4. Measurement update: Cholesky decomposition
Pk|k−1 = Sk|k−1STk|k−1,
Xi,k|k−1 = Sk|k−1ζi + x̂k|k−1,
Zi,k|k−1 = h

(
Xi,k|k−1

)
,

ẑk|k−1 =
2 n∑
i=1

1
2 nZi,k|k−1,

Pzz,k|k = 1
2 n

2 n∑
i=1

Xi,k|kZTi,k|k − ẑk|k−1ẑ
T
k|k−1 + Rk ,

Pxz,k|k−1 = 1
2 n

2 n∑
i=1

Xi,k|kZTi,k|k − x̂k|k−1ẑ
T
k|k−1,

KT
k = Pxz,k|k−1P

−1
zz,k|k−1,

5. Status update:
x̂k|k = x̂k|k−1 + KT

k

(
ẑk−1|k−1 − ẑk|k−1

)
,

Pk|k = Pzz,k|k−1 − KT
k Pxz,k|k−1Kk

6. End

where Fzi is the vertical load of the i-th axle, lv is the horizon-
tal distance from the centroid to the first axle, h is the height
of the centroid from the ground, Fa is the equivalent force of
air resistance, ha is the vertical distance from the action point

of the equivalent air resistance force to the ground, and a is
the equivalent vehicle acceleration, where:

a = ax + g(sin θ + f cos θ ). (A.2)

Since the slip rate of each axle driving force is relatively
low during the start-up acceleration stage of the vehicle, this
condition is selected to identify the vehicle centroid position.
Dynamic analysis of each wheel rotation is given by:

Jẇi = Ti − Tri − rrFxi, (A.3)

wherewi is the rotational angular velocity of the i-th wheel, Ti
is the driving torque of the i-th wheel; and for the rear-wheel-
drive vehicle, T1 = 0, Tri is the rolling resistance torque gen-
erated by the i-th axis. After considering the driving force of
the vehicle, the rolling resistance, the air resistance, the ramp
resistance, and the acceleration of the wheel, the following
vehicle travel equation can be obtained:

ma =
3∑
i=1

Fxi − Fa. (A.4)

In the steady acceleration stage of the vehicle, there is a
special relationship between the longitudinal force and the
vertical force of the vehicle, which can be expressed as:

Fxi = kssiFzi, (A.5)

where si is the slip ratio, and ks is the slip rate slope coeffi-
cient, which is related to tire characteristics and road adhesion
coefficient.

Substituting (A.4) and (A.5) into (A.1) and (A.3),
the derivation expression of the centroid position can be
obtained:

max = ks(
3∑
i=1

siFzi)−
1
2
ρCdAv2x − mg sin θ,

Jẇi = Ti − rr (f + kssi)Fzi.

(A.6)
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E. RECURRENCE PROCESS OF CUBATURE KALMAN FILTER
After the measurement update, CKF gets the state error
covariance at this time and computes the Cholesky decompo-
sition for it. Through the third-order Spherical-Radial cuba-
ture rule, the corresponding cubature points are obtained to
approximate the nonlinear dynamic system. According to
the corresponding weights, the multi-dimensional integration
is transformed by the method of weighted integration into
the Gaussian domain, and the problem of cubature point
summation is replaced by the problem of multi-dimensional
integration of nonlinear system andGaussian probability den-
sity product.
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