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ABSTRACT The cellular reconfigurable spacecraft has been highly concerned as a flexible and cheaper
space system. To obtain a suitable and optimal configuration scheme for our work, a novel configuration
optimization method is proposed in this paper. Firstly, three-level module management architecture is built
for the configuration design of cellular reconfigurable spacecraft, which can realize the free definition
of modules. Afterwards, by designing the performance index suitable for our task requirements, the
configuration design issue is modeled as an optimal problem. Due to the limitation of existing solutions,
a novel genetic algorithm is developed by drawing inspiration from the concentrating & migration behavior
in wildebeest population. And then, based on all above works, a configuration optimization method based on
the concentrating &migration genetic algorithm is presented. The simulation result shows that the presented
method can obtain an assembly configuration with better moment of inertia and smaller envelope filling
ratio. That is to say, the overall performance of configuration is better.

INDEX TERMS Cellular reconfigurable spacecraft, in-orbit autonomous assembly, configuration optimal
design, genetic algorithm.

NOMENCLATURE
CRS = Cellular Reconfigurable Spacecraft
MMA =Module Management Architecture
MI =Moment of Inertia
SP = Structural Properties
FP = Functional Properties
CP = Components Properties
NCA = No-connection Area
EFR = Envelope Filling Ratio
CER = Cost-Effectiveness Ratio
GA = Genetic algorithm
CMGA = Concentrating & Migration Genetic algorithm

I. INTRODUCTION
In recent years, the modular spacecraft and their applications
have been greatly concerned in the world [1]. These space-
craft are based on modular design and consisted of many
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modules with specific functions. Similar to the concept of
cellular land robots, this type of spacecraft is called cellular
reconfigurable spacecraft (CRS). Compared with the tradi-
tional integrated satellites, the potential advantages of CRS
are excellent: CRS is cheaper and can be repaired in-orbit
faster and easily. By replacing the disabled module, CRS can
be reused and prolong its life. In addition, for other space
tasks, CRS may be reconfigured into another type of CRS
with a new function.

For technology research and project development about
CRS, there have been some impressive achievements in the
past few years. In Japan, Afreen Siddiqi et al. pointed out
that the homogeneous design can achievemaximum reconfig-
urability [2], Tanaka et al. proposed a homogeneous cellular
module called Cellsat [3], [4]; In the US, the Phoenix Project
funded by DAPRA is developing a cellular spacecraft which
can be fixed on the space deserted structures and recycle these
structures as a new satellite [5], [6]. NovaWurks provides a
homogeneous solution called HISat for this project [7], [8];
In the UK, Underwood et al. researched a typical case of
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FIGURE 1. The reconfiguration process for CRS in-orbit service.

building CRS by using CubeSat components in the AAREST
task [9]. In Germany, a reconfigurable spacecraft scheme
based on intelligent system is proposed in the famous iBOSS
project [10]. The spacecraft is assembled in-orbit using hexa-
hedron module with intelligent interface and can be recon-
figured by computer-aided design software [11], [12]; In
China, some research imagines for CRS have been pro-
posed [13], [14], and X B Cao has proposed a reconfig-
urable microsatellite platform based on the ‘‘plug and play’’
module [15].

In our work, we hope to develop a free assembly CRS
which is built by existing CubeSat components. Therefore,
we must build an in-orbit configuration design program for
the CRS reconfiguration, which will be used to obtain a
suitable and optimal configuration for CRS. Because existing
solutions have limitations for our task requirements, a novel
configuration optimization method is proposed in this paper.

The rest paper can be divided into 5 parts. Section 2
describes configuration design problem for CRS, and the
CRS configuration modeling is illustrated in Section 3. And
then a configuration optimization method is proposed in
Section 4. Afterwards, the simulation results and analysis are
given in Section 5. Finally, the conclusions are discussed in
Section 6.

II. CONFIGURATION DESIGN PROBLEM FOR
CELLULAR SPACECRAFT
CRS generally consists of many modules with different func-
tions. Based on the standard structure and components of
CubeSat, we construct a reconfigurable cellular module for
in-orbit assembly. The module can achieve the interconnec-
tion in mechanical, electrical, data and thermal through the
standard interface installed on the module surface. How-
ever, for modules with unique functions, some areas on their
surfaces cannot install the interface and are forbidden to

connect. These areas are called No-Connect Areas (NCA).
Meanwhile, modules are required to connect to at least one
other module through the interface.

For each CRS task, it is necessary to select a combination
of modules with different numbers and different functions.
Then, these modules will be assembled into the CRS meet-
ing the mission requirements. The assembly relationship of
these modules, including positional relationship and relative
attitude, is called the configuration of CRS.

Since the modules can be interconnected by a unified bus
system, the assembly relationship between the modules is not
unique. Rather, as long as the task requirements are satisfied,
a module can even be placed anywhere in CRS. Therefore, for
a space task requiring assembly of multiple modules, a large
number of possible configurations will be derived. With the
number of modules increasing, the number of possible con-
figurations will explode. Manual method will be difficult
to ensure the global performance and efficiency for CRS
configuration design. Thus, we have to find a method that can
automatically design the optimal CRS configuration accord-
ing to both the task requirements and assembly constraints.
This method can be applied to the reconfiguration process for
CRS in-orbit service or changing task requirements, as shown
in Figure 1.

Where, the ‘‘In-Orbit Configuration Design’’ part is cor-
responding to the method proposed in this paper. It will
receive the task requirements sent from ground station and
send assembly instructions to the service robot. The assembly
instructions are used to instruct the robot to take modules
from the catalogue and build the new configuration.

III. MODELING OF CONFIGURATION OPTIMIZATION
A. MODELING OF CRS CONFIGURATION
For CRS configuration design, two kinds of models are
needed as the module relationships model and the module
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FIGURE 2. Three-level MMA allowing user-defined module.

properties management model. The module relationship is
used to descript the geometry of CRS. The module properties
management is used to judge the feasibility and calculate the
overall performance of each CRS configuration.

Modeling of module relationships is generally considered
as the relationships between the body frame oxyz of each
module and a fixed assembly frame OXYZ [11], [16]. In this
paper, including the information of position and attitude, the
assembly relationship of eachmodule is described by an array
c as follows:

c = [xo, yo, zo,X ,Y ] (1)

where, [xo, yo, zo] is the position vector of the oxyz origin in
OXYZ . The directions of the axis+ox and axis+oy in OXYZ
are described by X ,Y . Thus, any configuration geometry can
be described by matrix Cm×5 composed of array c of each
module, m is the number of assembly modules.

The module properties management model is commonly
built as module management architecture (MMA). A two-
level ontology-based MMA has been proposed in the
‘‘iBOSS’’ project [12]. Such two-level MMA can only man-
age the pre-defined modules in the module catalogue. How-
ever, during the CRS reconfiguration process, the modules
undefined in advance may be sometimes needed. In this
case, the two-level MMA is disabling. Thus, a new univer-
sal three-level MMA is proposed for our project as shown
in Figure 2. Where array SP describes the module structural

properties, FP describes the module functional properties
and CP describes the component properties. Comparing to
the two-level MMA, a component level is expanded in our
model. Based on this new MMA, the module undefined in
advance can be constructed in-orbit by users, which is called
user-defined module, and its properties can be calculated
automatically. Once an undefined module is needed in recon-
figuration process, user can choose the components from
the component catalogue directly and construct this module.
Meanwhile, the properties of this user-definedmodule will be
given automatically for further optimization calculation.

B. MODEL OF CRS CONFIGURATION OPTIMIZATION
CRS configuration design is a process of finding an optimal
configuration from all possible configuration samples. Its
mathematical essence is an optimization problem based on
the configuration constraints and optimization objectives.

1) CONSTRAINTS
For CRS configuration design, constraints are used to avoid
the incorrect connection state. These incorrect states include
the non-connection state, overlap state and violation of NCA
as shown in Figure 3 b, c, d. According to these necessary
assembly rules, the constraints g1, g2 and g3 can be deduced
as follows:
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FIGURE 3. Possible relationships between modules of a 6U-class CRS
case. (a) A correct connection; (b) An incorrect connection. 2U module is
not connected; (c) An incorrect connection. 1U module is overlapped with
3U module; (d) An incorrect connection. The NCA of 3U module is violated
by 1U module.

g1 :
m∑
j=1

aij 6= 0. Each module must be connected to at least

one another module.
g2 : aij ≥ 0.Modules are not allowed to overlap each other.
Where, the connection matrix A =

[
aij
]
m×m is built to

descript the connection relationship between each two mod-
ules. The value of aij is defined as follows:

aij =


1, ‘‘Connection State’’ and i 6= j
−1, ‘‘Overlap State’’ and i 6= j
0, ‘‘Non− Connection State’’ or i = j

(2)

g3 : dij 6= 0. The NCA of each module must be satisfied.
To judge g3, the connection matrix A is augmented as

matrix A =
[
aij
]
m×m which records the connection areas

Conij between each two modules. And the matrix Dban =[
dij
]
m×m is used to record the result of NCAs checking. The

value of dij is defined as follows:

aij =


Conij, ‘‘Connection State’’ and i 6= j
0, ‘‘Overlap State’’ and i 6= j
0, ‘‘Suspension State’’ or i = j

dij =

{
0, Bani ∩ aij 6= ∅
1, else

(3)

2) OPTIMIZATION OBJECTIVES
According to our requirements for CRS configuration design,
the optimization objectives can be proposed from three
aspects:
j1 = 1 − σI/Î . This sub-index indicates that the standard

deviation of MI is expected to be minimized. σI is the stan-
dard deviation of MI. Î is normalization constant.
j2 = 1 − I/Î . This sub-index indicates that the value of

MI is expected to be minimized. I is the average value of MI.
Î is normalization constant.

j3 = η = Vall/Venv is called ‘‘Envelope Filling
Ratio’’(EFR). It indicates that the geometrical of the CRS is
expected to be regular and the space occupation is expected
to be minimized. Vall is the total volume of the module used
in CRS. Venv is the volume of CRS envelope hexahedron.
Vall ≤ Venv.

3) OPTIMIZATION MODEL
Overall, the problem of CRS configuration design can be
modeled as a constrained multi-objective optimization prob-
lem. There are still many methods for utilizing an optimiza-
tion approachwith suchmultiple objectives, which are widely
used for many similar engineering problems [17]–[20]. The
optimization problem can be described as follows:

max
Ci∈S

J = f (j1, j2, j3)

s.t. g1, g2, g3 (4)

According to whether all the constraints g1, g2, g3 are satis-
fied, the sample space S is divided into the feasible region
D and infeasible region D. And it can be transformed into
an unconstrained single-objective optimization problem by
setting the weight coefficients and penalty coefficients:

max
Ci∈S

J1 = (k1j1 + k2j2 + k3j3) · l1g1 · l2g2 · l3g3 (5)

where the objective functions j1, j2 and j3 are weighted by
k1, k2, k3 ∈ R+. The value of k1, k2 and k3 is considered to
be determined according to the task requirements. And the
two-valued penalty coefficients l1, l2, l3 ∈ {0, 1} are used
to ensure that the infeasible solutions violating the constraint
conditions will be kept away from the maximum value. Thus,
under the effect of penalty coefficients, the value of index
function J1 of the new unconstrained single-objective opti-
mization problem is as follows:

J1 =

{
k1j1 + k2j2 + k3j3, Ci ∈ D
0, Ci ∈ D

(6)

IV. CONFIGURATION OPTIMIZATION METHOD
BASED ON CMGA
The optimization problem shown in Eq.4 is a NP-hard prob-
lem. By applying J1 as the fitness, the genetic algorithm (GA)
can be used to obtain its optimal solution. For reference,
GA has been used to solve a similar problem in ‘‘iBOSS’’
project [11]. However, according to our several experiments,
we find the ‘‘iBOSS’’ solving method based on traditional
GA cannot obtain a suitable solution for some tasks. This may
because the influence of low fitness individuals is not elimi-
nated effectively in traditional GA. Strongly inspired by the
great migration of wildebeest, an initialization modified GA
based on small population migration and merging behavior is
developed, which can effectively overcome that limitation.

In nature, several small wildebeest populations will con-
centrate from everywhere in June to prepare the annual great
migration. About 50% of the individuals die in this process,
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and the remaining good individuals will return to the habi-
tat to breed in December. Although the concentrating and
migration are non-genetic behaviors, they still have great
influence for the evolution of wildebeests. Concentrating
enables the migration population to have sufficient genetic
diversity. Migration allows the wildebeest to retain enough
good individuals for breeding offspring.

The genetic algorithm can be simulated by the great migra-
tion process. The initialization operation and genetic oper-
ation of GA respectively correspond to the concentrating
stage and the great migration stage of the great migration.
We believe that the quality of the initial migration popula-
tion is improved by the migration and merging of several
small populations during the concentrating stage, and then the
population quality after the large migration is also improved.
Inspired by this, we modified the initialization operation of
GA by adding the migration and merging behavior of sev-
eral small random populations to improve the fitness of the
optimal solution, which is shown in Figure 4. We call this
modified genetic algorithm as the concentrating & migration
genetic algorithm (CMGA).

FIGURE 4. Flow of the CMGA.

As shown in Figure 4, CMGA is an initialization modified
GA to overcome the influence of low fitness individuals at
initialization operation. The modified initialization operation
is mainly divided into two parts:
Migration:This behavior simulates the elimination process

of several small wildebeest populations with geographical
isolation concentrating towards the initial migration popula-
tion. It is used to improve the quality of the initial migration
population, thereby helping to produce the individual with
better fitness after the large migration. The governing param-
eters are individual fitness J1 and a fitness threshold J̃1:

J1 =

{
J1 > J̃1, Accept
J1 < J̃1, Reject

(7)

The value of fitness threshold J̃1 used in this paper is 0.

Merging: This behavior simulates the process of small
populations merge into the initial migration population. Its
governing parameters include the maximum size of the small
random populations n and the maximum size of the initial
migration population N . The numerical relation between
real-time size N ∗ and maximum size N is the condition to
stop the merging behavior:{

N∗ ≥ N , Stop
N∗ < N , Continue

(8)

The maximum size of the small random populations n used
in this paper is 10.

After all the work above, we need to use the config-
uration optimization method based on CMGA to find the
optimal configuration for assembly tasks. The application of
this method to the configuration optimization problem is as
follows:

The configuration sample is an individual in the CMGA
population, and is encoded as a corresponding configuration
matrix C according to the configuration model. All the pos-
sible configuration samples constitute the search space S.

When initializing the CMGA population, several sample
sets with a size of ni < 10 are generated first, and then
the fitness of each configuration sample is calculated by the
objective function J1 in Eq.5. The samples meeting the fitness
threshold J̃1 are accepted into the initial population until the
stopping condition in Eq.8 is satisfied.

In the genetic operation, the configuration matrix C of
each individual is operated according to their fitness in the
parent population, and the new configuration matrix after
genetic operation will be stored into the offspring population
as a new individual and wait for the next genetic operation.
Finally, the individual with the best fitness in population
Pk+1 satisfying the stopping condition is regarded as the
optimal configuration. The detailed process of optimizing the
configuration by using the method based on CMGA is shown
in Figure 5:

V. EXPERIMENT RESULTS AND ANALYSIS
In this section, the performance of the configuration opti-
mization method presented in this paper is verified based on
two simulation cases. Case 1 with 3 modules is designed
to show clearly the difference in optimizing performance
between the proposed method and the iBOSS method.
Case 2 with 27 modules is designed to check the actual
performance for our CRS application.

The choice of k1, k2 and k3 is considered to be determined
by the task requirements in our work since they are using
to descript the decision weight between three optimization
objectives j1, j2 and j3. In this manuscript they are selected
subjectively as k1 = 0.2, k2 = 0.1 and k3 = 1 since we want
to ensure the assembly configuration with the most regular
geometry will be first chosen, then the configuration with the
same envelope filling ratio(EFR) would be further decided by
value of moment of inertia(MI).
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TABLE 1. Module configuration of 6U-Class CRS Case1.

FIGURE 5. Detailed flow of CMGA method applied to configuration
optimization problem.

For the parameters in genetic algorithm, the crossover
probability is selected as P1 = 50% because the winning
rate of each individual is considered to be 50% in a duel. The
mutation probability is selected as P2 = 2% to ensure the rea-
sonable mutation probability of each individual and to enable
the population to add new gene samples. The population size
is selected as N = 100 and the genetic algebra is selected
as M = 100.

A. CASE1 FOR COMPARISON
In case 1, three modules are used to construct a simple CRS.
For these 3 modules, the iBOSS method and our method

FIGURE 6. The geometry structure of 3 modules for case 1.

proposed are respectively used to optimize the CRS con-
figuration. And then, the comparing analysis is given. The
geometry structure of 3 modules is shown in Figure 6, and
the module properties we used are shown in Table 1.

For comparing the performance of our presented method
with the iBOSSmethod, the performance of two methods can
be compared from three comparison criteria as follow:

Cost-effectiveness ratio (CER): Nsum/J1. This criterion
is defined as the ratio of the number of the configuration
samples searched to the average fitness value. Because the
CMGA modifies the initialization operation, it can achieve a
higher fitness benefits but increase the time cost of searching
configuration samples. Thus, CER is used to calculate the
ratio of time cost to fitness benefit as the absolute benefit,
which shows the necessity of CMGA in fitness benefit.

Optimal fitness: J1max. This criterion is defined as the
fitness of the best individual given by two methods after
evolution. It is used to reflect the influence of the modified
initialization operation in CMGA on the optimal solution,
which can further show the searching efficiency of CMGA.
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TABLE 2. CER comparison.

TABLE 3. Comparing performance value of the optimal configuration.

FIGURE 7. Performance value of the optimal configuration from two
methods.

Evolution diagram. This is an effective tool to reflect the
evolution process from the initial population to the optimal
population in a single experiment. It can directly compare the
differences between the two methods in initialization result,
final result and also the evolution process.

To avoid contingency, 200 independent repeated experi-
ments are used to show CER and optimal fitness, and a single
experiment is used to draw the evolution diagram.

Firstly, the CER in 200 experiments is compared in Table 2.
According to Table 2, our method achieves a higher CER for
82% in [1500, 2000) and 16% in [2000, 2500). That is to say,
although the individuals with higher fitness can be found in
our method, its absolute benefit in the initialization process
is actually lower.

Secondly, the optimal fitness of two methods is compared
as shown in Table 3 and Figure 7. From Table 3, we find
that the presented method can obtain more configuration
samples with higher performance value, typically, for the
fitness in [1.1, 1.2). The presented method can achieve 43.5%
while the iBOSS method is 14%. Figure 7 shows that the
presentedmethod can overall achieve better performance than
the iBOSS method.

Figure 8 is the evolution diagram of the optimal individual
fitness searched by two methods in a single experiment.

FIGURE 8. The evolution diagram of case 1 by two methods in a single
experiment.

A reference fitness (J1 = 1.2276) of an manual planned
configuration (3U: [0, 0, 0, 1, 3], 2U: [0, 1, 1, 1, 3], 1U:
[0, 1, 0, 1, 3]) for case 1 is used to be a reference to show
the global optimization performance of two methods. The
result shows that CMGA can achieve a better global per-
formance. And for a more clear display, the geometry of
the optimal configuration in this experiment is compared
visually. The geometry of two final configurations obtained
by two methods respectively is shown in Figure 9. Obviously,
the presented method can find the configuration with a higher
EFR (100%) and better MI (MI= [0.0755, 0.0614, 0.0260]).

B. CASE2 FOR APPLICATION
In case 2, a 27U-class CRS with 20 modules as shown
in Table 4 is used to design the optimal configuration of CRS
for our task application by using the presented method in
this paper. The constraints and parameters set for calculating
optimal configuration are same with the case 1. Meanwhile,
for the task needs, we considered the following 3 extra
constraints:

â The envelope filling ratio: EFR > 90%;
â The direction of the 2U imaging module and the 1U

video module are both required to the nadir facing;

61546 VOLUME 8, 2020



J. Zhou et al.: Configuration Optimization Method of Integrating CMGA for CRSs

TABLE 4. Module configuration of 27U-Class CRS Case2.

FIGURE 9. The visual geometry effect of the optimal configuration
scheme from two methods.

FIGURE 10. The geometry structure of the final optimal configuration
with 27 modules.

â The payload data downlink services in S-band and the
direction of 1U communication enhance module is not
required.

The final optimal configuration scheme (J1 = 1.285) given
by the presented method has an EFR at 100% and a MI =
[0.2959, 0.2880, 0.2928]. All the extra constraints are satis-
fied. The geometry of this designed optimal configuration
is shown in Figure 10 and the evolution diagram is shown

FIGURE 11. The evolution diagram of case 2 by presented method in a
single experiment.

in Figure 11. It indicates that the presented method is also
efficient for an actual CRS application task.

From the above, the results of comparing experiment show
that the presentedmethod in this paper has better performance
for the optimal configuration design of CRS.

VI. CONCLUSION
Today, the miniaturization and modularization of spacecraft
is becoming an important developing trend. Due to some
excellent advantages such as flexible, faster and cheaper for
space tasks, cellular reconfigurable spacecraft (CRS) has
been concerned widely. Considering that CubeSat has mature
foundation of service and industrial system, we hope to
develop our CRS by usingCubeSat components. In this paper,
a novel configuration optimization method for our Cube-
Sat CRS is reported. By designing the three-level module
management architecture and the suitable performance index,
the configuration design is modeled as an optimal problem.
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And then, inspired by the population concentrating behavior
of wildebeests in nature, a concentrating & migration genetic
algorithm (CMGA) is developed, which can overcome the
limitation of existing methods. Finally, a configuration opti-
mization method based on CMGA is presented. Simulation
results indicate the presented method can obtain the con-
figuration scheme with better overall performance for CRS.
In the future, some intelligent application based on this pre-
sented method will be continually explored. Meanwhile, as a
next study, this proposed optimization problem is considered
thereby separating the objective functions instead of collect-
ing a single objective function in order to exhibit and visualize
the conflicted relations among them.
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