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ABSTRACT Network intrusion detection system (NIDS) is a commonly used tool to detect attacks and
protect networks, while one of its general limitations is the false positive issue. On the basis of our
comparative experiments and analysis for the characteristics of the particle swarm optimization (PSO) and
Xgboost, this paper proposes the PSO-Xgboost model given its overall higher classification accuracy than
other alternative models such like Xgboost, Random Forest, Bagging and Adaboost. Firstly, a classification
model based on Xgboost is constructed, and then PSO is used to adaptively search for the optimal structure
of Xgboost. The benchmark NSL-KDD dataset is used to evaluate the proposed model. Our experimental
results demonstrate that PSO-Xgboost model outperforms other comparative models in precision, recall,
macro-average (macro) and mean average precision (mAP), especially when identifying minority groups of
attacks like U2R and R2L. This work also provides experimental arguments for the application of swarm
intelligence in NIDS.

INDEX TERMS Intrusion detection, PSO-Xgboost, ensemble learning, particle swarm optimization.

I. INTRODUCTION
With the rapid development of the Internet, artificial intelli-
gence and big data technologies, network security confronts
more complicated threats than ever before. The requirement
for a more powerful and effective network intrusion detection
system (NIDS) [1] is on the rise. A NIDS is to convert intru-
sion detection into pattern recognition and classification by
using related algorithms to collect, clean, model and classify
various behaviors in the network [2].

Network intrusion detection can be broadly divided into
two categories by the methods it uses: anomaly detection
and misuse detection. Anomaly detection builds a normal
network traffic behavior model. The behaviors that do not
match the normal model are defined as intrusions. This kind
of detection can identify unknown attacks. Conversely, mis-
use detection builds an intrusion model based on abnormal
behaviors. The behaviors that match this model are defined
as intrusions.

Superior to the traditional defense systems like fire-
wall, NIDS can capture data packets, extract their features
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and compare them with known attack patterns. With these
functions, NIDS can be monitored in real-time. However,
NIDS has some general limitations at its early stage: its
false positive rate is often high; the system occupies too
many resources; its capability to detect unknown attacks is
poor, and thus manual intervention is required. In recent
years, researchers in related fields have achieved remark-
able advancements to improve NIDS by introducing machine
learning, data mining, and other technologies to the systems,
such as the restricted Boltzmann machines applied to Dos
attack detection [3], artificial immune system approaches
[4], and the application of autoencoder and SVM [5]. These
efforts make NIDSmore andmore reproducible and adaptive.

Ensemble learning is a popular trend for machine learning,
and shows more stable performance than a single model.
Random Forest model, as one of the major ensemble models,
can achieve better performance in most cases especially in
classification problems. Xgboost model, proposed in 2016 by
Chen andGuestrin [6] with theUniversity ofWashington uses
tree structures and introduces second-order derivatives and
regularization terms, which improves the efficiency of the
algorithm, and has extraordinary performance on detecting
minority groups of attacks. Xgboost has been widely used by
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academia and industry users [7], [8]. However, in a machine
learning system, the parameters of the model determine the
performance of the model to a large extent. There are many
parameters in the Xgboost model, if human experience is
used to set the parameters, the complexity of the work is
increased. Swarm intelligence algorithms optimize targets
based on population behavior. Its core is to achieve complex
functions through cooperation between individuals, and PSO
is one of the most widely used swarm intelligence algorithms.

This paper proposes a PSO-Xgboost model that combines
swarm intelligence optimization with machine learning algo-
rithm. In this hybrid model, the parameters of the Xgboost
model is optimized by using the good search ability of PSO.
The main contributions of this work are as follows:

1) We develop a novel model PSO-Xgboost based on
Xgboost by using PSO to adaptively optimize its
parameters. This can effectively improve the perfor-
mance of network intrusion detection, including the
improvement of the detection accuracy of various types
of attacks, especially on minority groups of attacks.

2) To evaluate the PSO-Xgboost model’s performance,
we measure not only the overall metrics but also the
metrics of each class, and compare them with Xgboost
and other ensemble learning models (like Random
Forest and Bagging). Our evaluations use NSL-KDD
dataset as the benchmark.

The rest of the paper is organized as follows. Section II
reviews the related works in the field. Section III elaborates
the technological theories applied and the construction of
PSO-Xgboost model. The experimental comparison and per-
formance evaluation are presented in Section IV that prove
the effectiveness of the proposed model. Section V concludes
the work.

II. RELATED WORK
Many machine learning algorithms have been applied in
NIDS, including K-Nearest Neighbor (KNN) [9], artifi-
cial neural networks (ANN) [10], support vector machine
(SVM) [11], and Naive Bayesian (NB) [12]. However, when
using these algorithms, the data needs to be processed for
missing values, the results of the algorithms are not stable
enough, and the program runs slowly because the amount
of data is large. The Xgboost model has a better processing
mechanism for the above problems. In [13], theXgboost algo-
rithm was applied to network intrusion detection, the advan-
tages of the Xgboost model over other classification models
was evaluated. The results showed that the Xgboost model
performs the highest accuracy on the NSL-KDD dataset,
which is better than SVM, NB and Random Forest. However,
the parameter setting of the Xgboost model is to find a set of
parameters which make the model perform best by fixing the
values of several parameters and performing a finite number
of exhaustive method on other parameters. Su et al. [14]
proposed to apply the improved smote algorithm to the imbal-
anced KDD99 dataset. By oversampling the minority classes
to improve model performance. This method improves the

detection rate from the dataset level, but further work can be
done at the model level.

In recent years, many researchers have achieved better
performance by combining swarm intelligence algorithms
with other methods to solve prediction problems [15]–[17].
A work done by Qiao et al. [15] proposed a model com-
bining improved whale optimization algorithm (IWOA) with
relevance vector machine (RVM). This IWOA-RVM model
was applied to short-term prediction of natural gas load, and
demonstrated higher prediction accuracy than other models.
In [17], an improved whale algorithm was used to optimize
important parameters of the Volterra adaptive filter and make
predictions of natural gas consumption. Responding to the
classification problem, Wang et al. [18] proposed to use PSO
to automatically search the optimal architecture of convo-
lutional neural networks (CNNs). Their work used a novel
encoding strategy to easily encode CNN layers, and designed
a disabled layer to achieve variable-length particles. The
results showed that the proposed approach had higher classi-
fication accuracy than other existing algorithms. Li et al. [19]
used PSO to optimize the penalty factor and kernel function
of SVM, and then used the PSO-SVM algorithm to classify
bridge cable pictures, which has a good application in the
detection of bridge cables.

Researchers have also done a lot of work to improve swarm
intelligence algorithms. For example, high-dimensional func-
tions easily falling into the local optimal solution is a common
problem for optimization, so it is important to improve the
global search ability of optimization algorithms [20]–[22].
In [22], for example, chaotic mappingmethod was introduced
into dolphin swarm algorithm (DSA) to improve the global
search ability of the optimization algorithm. The results
showed the effectiveness of the chaotic dolphin swarm algo-
rithm (CDSA) based on Kent map.

In most cases, combining two algorithms can effectively
improve performance [23], [24]. PSO and its variants are
widely used in network intrusion detection. Tan et al. [25]
proposed to use PSO algorithm to optimize deep belief
network (DBN) and apply it to network intrusion detection.
Their results showed that the effect of PSO was superior
to intelligent optimization algorithms such as genetic algo-
rithm (GA) and simulated annealing (SA), thus the PSO-
DBN model also performed other machine learning models.
Sakr et al. [26] applied the PSO-SVM algorithm to net-
work intrusion detection in cloud computing, by using
binary-based PSO (BPSO) for network feature selection, and
standard-based PSO (SPSO) to adjust control parameters of
SVM. The results showed that the BPSO-SPSO-SVM model
achieved higher detection accuracy and lower false alarm
rates (FARs).

However, in [25], [26], the results only gave the overall
metrics of the algorithm on the dataset, including accuracy, f-
measures and so on, but not the performance of the algorithm
in each class. In network intrusion detection, common types
of attacks are easier to detect, such as Dos attacks; while rare
types of attacks, such as R2L and U2R, are more difficult
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to detect, because the system does not have enough database
about the features of these attacks. Therefore, the accuracy
of detecting the minority classes is particularly important in
network intrusion detection.

To summarize, many network intrusion detection methods
based on machine learning have been proposed in recent
years, but most of them still have some limitations, such as:
• The algorithm itself does not have a good missing value
and overfitting processing mechanism.

• The combination of swarm intelligence and machine
learning methods can achieve good performance in net-
work intrusion detection, but the experimental results are
mostly comparative analysis of overall metrics without
considering the effects of each class, and the perfor-
mance on minority classes tends to be more important.

Based on the above studies and findings, we propose the
combination of PSO and Xgboost, and evaluate the perfor-
mance of this hybrid model on each class. By using PSO to
effectively optimize the Xgboost model, and using the PSO-
Xgboost algorithm to evaluate the NSL-KDD dataset, we find
that the performance of the algorithm can be effectively
improved on most classes.

III. INTRUSION DETECTION BASED ON PSO-XGBOOST
A. XGBOOST
The Xgboost algorithm is based on GBDT [27]. Compared
with GBDT, the advantage of Xgboost is that it supports
linear classifiers and performs Taylor expansion for the cost
function by introducing the second derivative to make the
results more accurate. There are the following principles of
Xgboost.

Xgboost model uses additive training method to optimize
the objective function, which means the optimization process
of the latter step relies on the result of its previous step. The
t-th objective function of the model can be expressed as

obj(t) =
∑n

i=1
l(yi, ŷ

t−1
i + ft (xi))+�(ft)+ constant (1)

where l represents the loss term of the t-th round, constant
represents a constant term, and � is the regularization term
of model, shown as

�(ft) = γ · Tt + λ
1
2

∑T

j=1
w2
j (2)

both γ and λ are customization parameters. Generally,
the larger these two values are, the simpler the structure of
the tree is. And the problems of overfitting can be effectively
solved.

Perform a second-order Taylor expansion on (1). This
process is given by

obj(t) =
∑n

i=1

[
l
(
yi, ŷ

t−1
i

)
+ gift (xi)+

1
2
hif 2t (xi)

]
+�(ft)+ constant (3)

where g is the first derivative, and h is the second derivative.
They can be described as

gi = ∂ŷt−1i
l(yi, ŷ

t−1
i ) (4)

hi = ∂2ŷt−1i
l(yi, ŷ

t−1
i ) (5)

Substitute (2), (4), (5) into (3) and take the derivative. Then
solutions can be obtained from (6) and (7) as

w∗j = −

∑
gi∑

hi + λ
(6)

obj∗ = −
1
2

∑T

j=1

(
∑
gi)

2∑
hi + λ

+ γ · T (7)

where obj∗ represents the score of loss function. The smaller
the score, the better the structure of the tree. w∗j refers to the
solution of weights.

B. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is proposed by
Wang et al. [28]. The idea is derived from the research of
bird swarm foraging behavior. Particles are the simulation of
birds. Each particle can be regarded as a search individual in
the N-dimensional search space. The current position of each
particle is a candidate solution to the problem. Each particle
has two attributes: velocity and position. Velocity represents
the step of movement, and position denotes the direction.
The optimal solution found by each particle is taken as the
individual optimal, and the optimal solution of all particles
is regarded as the global optimal. By iterating many times
like this, the velocity and position are continuously updated,
and the iteration will exit when the termination conditions are
met.

The larger inertial weight is good for jumping out of local
optimal and the smaller inertial weight is conductive to accu-
rate local search of the search space. The former is conve-
nient for global search and the latter is good for algorithm
convergence. Therefore, the inertial weight can be linearly
decreased. The process of PSO can be described as follows:

1) Randomly initialize the velocity and position of parti-
cles in the velocity and search space.

2) Define the fitness function. Each particle has its own
individual optimal solution, and the global optimal
is generated from these individual optimal solutions.
Then the current global optimal is compared to his-
torical global optimal, and the comparison result will
determine whether to update the global optimal.

3) The update of each particle’s velocity and position is
expressed as

Vid = ωVid + C1random (0, 1) (Pid − Xid )

+C2random(0, 1)(Pgd − Xid ) (8)

Xid = Xid + Vid (9)

where C1 and C2 are the individual and social learning
factors, Pid is the d-th dimension of individual optimal
of the i-th particle, and Pgd is the d-th dimension of
global optimal.ω is inertial weight, its linearly decreas-
ing strategy can be expressed as

ω =
ωmax + (iter − iter i)× (ωmax − ωmin)

iter
(10)
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FIGURE 1. Distribution of classes in the dataset. (a) Distribution of classes in the training data (total 125973). (b) Distribution of
classes in the test data (total 22544).

where iter is the maximum number of iterations, iter i
is the current number of iterations, ωmax and ωmin are
the maximum and minimum value of ω respectively.

C. DATA PREPROCESSING
Being an optimized version from KDD99, NSL-KDD
[29], [30] dataset overcome the inherent problems on the
dataset. By removing the redundant and duplicate records,
the classifier tends not be biased towards more frequent
recordings and shall have higher detection accuracy. There
are four classes of attacks in the NSL-KDD dataset: Probe,
Dos, U2R, and R2L. Under each attack class, there might be
multiple attack behaviors such as nmap, smurf and so on. The
distributions of classes in the training and test data are shown
in Fig. 1(a) and Fig. 1(b), respectively.

Among 41 features of the dataset, there are 9 discrete fea-
tures and 32 continuous features. Because different features
may have different measurement methods, in order to avoid
the impact of the unit of measurement, the data needs to
be standardized. Suppose there are m records in the dataset,
Xij represents the i-th eigenvalue of the j-th data, where
1 ≤ i ≤ m. Then continuous data can be standardized by

X̂ij =
Xij − AVGj
STADj

(11)

where AVGj represents the average of the j-th feature data in
the dataset, and STADj represents the average absolute error
of the j-th feature column data. They are expressed as

AVGj =
1
m

∑m

i=1
Xij (12)

STADj =
1
m

∑m

i=1
|Xij − AVGj| (13)

After data standardization, it is then normalized by using
maximum and minimum normalization method, which is

given by

X̂ ′ij =
X̂ij − Xmin
Xmax − Xmin

(14)

where Xmin and Xmax are the minimum and the maximum
values of the j-th feature.

D. MODEL METRICS
For one class, it can be regarded as positive cases, and others
will be regarded as negative cases. In this experiment, we used
common metrics like precision, recall and f-measures to
evaluate the model. In addition, the precision-recall (P-R)
curve is also used as one of the evaluation metrics. Instead,
receiver operating characteristics (ROC) curve is insensitive
to class distribution, but P-R curve can capture the impact of
a large number of negative cases on the performance of the
model [31]–[34]. This means that when the model needs to
classify the minority class such as U2R, the remaining four
classes are regarded as a large number of negative cases. The
P-R curve can correctly reflect the model’s performance on
U2R, but ROC cannot achieve this purpose.

Average precision (AP) represents the area calculated from
the P-R curve. The larger the AP value of a class, the better the
performance of the model on it. Other metrics such as mean
average precision (mAP) and macro-averaging (macro) are
also used to describe the integrative performance of themodel
on all classes.

E. PSO-XGBOOST MODEL
Xgboost model contains general parameters, booster parame-
ters and learning target parameters. In this experiment, we use
PSO to optimize six parameters that have a great influ-
ence on the model: learning rate (eta), maximum tree depth
(max_depth), minimum leaf weight (min_child_weight),
gamma, subsample and colsample_bytree. The information
of each parameter is shown in Table 1.
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FIGURE 2. The pipeline of the proposed PSO-Xgboost model.

TABLE 1. Information about parameters of the Xgboost model.

The pipeline of the PSO-Xgboost model is shown in Fig. 2.
The steps for constructing the PSO-Xgboost model are as
follows:

1) Determine dimensions according to the number of
parameters to be optimized, then randomly initialize positions

and velocities of particles. The position attribute of each
particle is a 6-dimensional vector, and its range refers to the
entire search space. And the components of each dimension
correspond to different Xgboost parameters, so the initialized
ranges of each dimension are different. The position vector of
the i-th particle at time t can be expressed as

Pi(t) = [petai(t), p
max_depth
i(t) , pmin_child_weight

i(t) , pgammai(t) ,

psubsamplei(t) , pcolsample_bytreei(t) ] (15)

Since all particles move in the same search space,
the velocity can be initialized to the (0, 1) range in each
dimension when t= 0. The velocity vector of the i-th particle
at time t can be expressed as follow

Vi(t) = [vetai(t), v
max_depth
i(t) , vmin_child_weight

i(t) , vgammai(t) ,

vsubsamplei(t) , vcolsample_bytreei(t) ] (16)

We then assign the position vector to the corresponding
parameters of the model, and take the performance on the
training set as the initial fitness value. The fitness value of
the i-th particle at time t is

Fi(t) = (Pi(t)→ Xgboost|trainingset )[metric=P−Rcurve] (17)

For the i-th particle, its individual optimal at time t can be
expressed as

Pbest i(t) = max
(
Fi(j)

)
, 0 ≤ j ≤ t (18)

Suppose there are m particles, the global optimal at time t
is written as

Gbest (t) = max
(
Pbestk(t)

)
, 1 ≤ k ≤ m (19)
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TABLE 2. Parameter settings of PSO.

TABLE 3. Three sets of optimal parameters and the corresponding fitness
values.

2) Update the position, velocity and inertia weight of each
particle according to (8) to (10). Given that the position may
exceed the range of the search space after the movement of
each particle, it is necessary to control the boundary. Then
we assign the new position to the model and calculate the
new fitness value. After comparing with the historical fitness,
we determine which individual optimal values of the particles
to be updated and judge whether to update the global optimal
values.

3) The algorithm iterates and terminates when it meets
the maximum number of iterations or convergence. Then
it outputs the optimal fitness value and the corresponding
optimal position.

The parameters of the PSO itself mainly include the
number of particles, dimensions of each particle, maximum
number of iterations, local learning factor, global learning
factor, and inertia weight. The parameter settings are tabu-
lated in Table 2. The fitness function uses the area calculated
from the P-R curve on the dataset. Table 3 shows three sets of
optimal experimental data. It can be seen that the first set of
parameters performs best, where eta is 0.33, max_depth is 4,
min_child_weight is 0.29, gamma is 0.03, subsample is 0.31,
and colsample_bytree is 0.14. This set of parameters will be
used for experimental comparisons.

IV. EXPERIMENTAL COMPARISONS AND PERFORMANCE
EVALUATION
A. EXPERIMENTAL RESULTS
The experimental environment of this paper is based on
Python 3.6.3. This section describes a set of parameters with

TABLE 4. Confusion matrix of optimal parameters on testing set.

TABLE 5. AP value in each class of PSO-Xgboost model.

the best performance for experimental comparisons and anal-
ysis, where eta is 0.33, max_depth is 4, min_child_weight
is 0.29, gamma is 0.03, subsample is 0.31, and colsam-
ple_tree is 0.14. Then the PSO-Xgboost model is applied to
the NSL-KDD testing set. Some metrics of each class are
shown in Table 4. From these metrics, we can see U2R has
the highest precision, but its recall is also the lowest. This
means that although the samples predicted by the classifier as
positive are all from U2R, but the number of samples is very
small. In other words, a large number of samples from U2R
are predicted by the model as other classes. F-measures can
be a good trade-off between precision and recall. Therefore,
we need to consider the accuracy, recall rate and f-measures
comprehensively. It can be seen that the performance of
PSO-Xgboost model on Normal, Probe and Dos is better,
while not well on the latter two (classes perform worse).

The calculation from the P-R curve of the PSO-Xgboost
model in each class (namely the AP value) is shown
in Table 5.

Compared with the area under curve (AUC) calculated by
ROC, the AP value can better represent the performance of
the model on minority classes. From the Table 4, we can see
that the AP value is positively correlated with the f-measures
mentioned above. Generally, the larger the f-measures of a
class, the better the model performs on it. It can be seen that
the AP values on U2R and R2L are lower than other three
classes. The main reason is that some classes such as Normal,
Probe and Dos in the NSL-KDD training set account for more
than 99% of the total data, while U2R and R2L account for
less than 1%. This means that the model is unable to learn the
features of some potential distributions of U2R and R2L, so
U2R and R2L in the test set cannot be well classified.

B. COMPARISON WITH XGBOOST
For a dataset of an imbalanced class distribution, even if the
model has a poor performance on minority class, the ROC
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FIGURE 3. AP value for each class of PSO-Xgboost and Xgboost.

FIGURE 4. Comparison between macro curves of PSO-Xgboost and
Xgboost.

curve of that class may be too optimistic, which is undoubt-
edly a misunderstanding of the model. The P-R curve can bet-
ter reflect the performance of the model in minority classes.
Therefore, this experiment also uses the AP value to compare
the performance between two models. The AP values of each
class are shown in Fig. 3.

The default parameter settings of the Xgboost model are
as follows: eta is 0.3, max_depth is 6, min_child_weight is 1,
gamma is 0, subsample is 1, and colsample_bytree is 1. Being
optimized by PSO, the final parameters of PSO-Xgboost
appear in an irregular form, and are not artificially specified
in advance by grid search method. As can be seen from Fig. 3,
both models have a good effect on the first three classes,
while PSO-Xgboost performs better than Xgboost. In addi-
tion, compared with Xgboost, the AP value of PSO-Xgboost
in each class is higher, which illustrates the effectiveness of
PSO to improve model performance.

The macro and mAP curves are shown in Fig. 4 and
Fig. 5, respectively. As can be seen from Fig. 4, the macro
curve of PSO-Xgboost almost encompasses the macro
curve of Xgboost. However, in Fig. 5, the mAP curves of

FIGURE 5. Comparison between mAP curves of PSO-Xgboost and Xgboost.

PSO-Xgboost and Xgboost intersect at multiple points. This
means Xgboost is better than PSO-Xgboost in one region,
and PSO-Xgboost is better than Xgboost in another region.
It is difficult to intuitively judge which model is better based
on the curve alone, therefore, we evaluate the comprehensive
performance of the model by the area enclosed by the curve.

It can be seen that the area of PSO-Xgboost in macro
and mAP curves are larger than Xgboost, where the area
of macro curve is 3% higher than Xgboost, and the area of
mAP curve is 2% higher than Xgboost. In the context of
network intrusion detection, small improvements for perfor-
mance sometimes enable the system to detect more attacks
that are difficult to detect, and so more effective defense mea-
sures can be taken. Evidently, PSO can effectively optimize
the parameters of the Xgboost model, thereby improving the
classification performance on dataset.

C. COMPARISONS WITH OTHER MODELS
To verify the effectiveness of PSO-Xgboost, this section
compares PSO-Xgboost with some commonly used ensem-
ble learning models, such as Random Forest, Bagging and
Adaboost. The experiment still uses the AP value calculated
by the P-R curve as the classifier’s evaluation on each class.

Fig. 6 tabulates the comparison results. From Fig. 6, we
can see that for the classes with a large number of training
samples (such as Normal, Probe, and Dos), both models have
a better detection effect than the other two classes. On the
Normal, Probe andDos classes, the performance gap between
Bagging, Random Forest and PSO-Xgboost is not large.
On the one hand, PSO-Xgboost has the highest AP values
on Normal and Dos, followed by Random Forest. One the
other hand, Random Forest and Bagging get the highest AP
value on Probe, which is 1% higher PSO-Xgboost. However,
on minority classes such as U2R and R2L, PSO-Xgboost
has an obvious advantage over other models. On U2R,
PSO-Xgboost performs the best, followed by Bagging, and
the AP value of PSO-Xgboost is 6% higher than Bagging.
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FIGURE 6. AP value for each class of PSO-Xgboost and other ensemble models.

FIGURE 7. Comparison between macro curves of PSO-Xgboost and other
models.

Similar to R2L, the AP value of PSO-Xgboost is 12% higher
than Random Forest.

Compared with other models, PSO-Xgboost has a higher
detection rate on minority attack types, which is particularly
important for the capability of NIDS to detect unknown
attacks.

The macro and mAP curves of these models are shown
in Fig. 7 and Fig. 8, respectively.

In Fig. 7, the macro curve of PSO-Xgboost encompasses
the macro curve of other models. For quantitative analy-
sis, we calculate the area under the macro curve. It can be
seen from the data that PSO-Xgboost performs better than
other models, followed by Random Forest, and the area of
PSO-Xgboost is 13% higher than Random Forest.

FIGURE 8. Comparison between mAP curves of PSO-Xgboost and other
models.

As for mAP values, curves of the four models in Fig. 8
intersect, where the area of PSO-Xgboost is the largest, with
a value of 0.64, followed by Random Forest with a value
of 0.61.

V. CONCLUSION
Improving the detection accuracy of NIDS is an important
issue in the field of network security. Xgboost model can
be effectively applied to overcome multi-classification prob-
lems. PSO can achieve approximate optimal solution at a
fast rate. This paper discusses the method of optimizing the
Xgboost model by PSO. The experimental results show that
our model has higher mAP and macro value compared with
other models such as Random Forest, Bagging and Adaboost.

VOLUME 8, 2020 58399



H. Jiang et al.: Network Intrusion Detection Based on PSO-Xgboost Model

In terms of AP value of each class, the advantages of our
model are more obvious in minority classes such as U2R and
R2L. The proposed method in this paper provides an idea of
swarm intelligence applications in NIDS, which can also be
applied to solve other classification problems.

There are still also some functions in this model to be
improved. If the number of particles or iterations is small,
the algorithm is prone to fall into a local optimal solution.
Instead, if the number of particles or iterations is large,
the global optimum can be found more efficiently, but the
computational will spend long time. In the future, we will
conduct further research regarding the above issues.
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