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ABSTRACT Community Question Answering (CQA) forums, such as Stack Overflow, Stack Exchange
and Massive Open Online Course (MOOC) forums, spend a lot of manpower and time to manage duplicate
questions on the forum. Mismatch of duplicate questions makes users keep asking “new” questions, and
the continuous accumulation of duplicate questions may interfere with their information searching again,
affecting user satisfaction. Neural Networks (NN) models for parsing semantics provide the possibility
of end-to-end duplicate question detection. Whereas, due to lack of domain data and expertise, NN
models for semantic parsing are rarely directly applied to CQA duplicate question detection. This paper
proposes a Semantic Matching Model (SMM) integrated with the multi-task transfer learning framework for
multi-domain forum duplicate question detection. By designing the word-to-sentence interaction mechanism
based on the word-to-word interaction, SMM can automatically choose to ignore or pay attention to potential
similar words according to the semantics at the sentence level. The experiments on the benchmark data set
and MOOC forum data set state that SMM outperforms baselines, its interaction mechanism is effective and
it has an advantage in cross-domain duplicate question detection.

INDEX TERMS Community question answering, duplicate question detection, semantic matching, transfer

learning.

I. INTRODUCTION

The CQA forum plays an important role in helping users find
solutions to their questions and promoting online learning.
Forums like Stack Overflow, Stack Exchange usually contain
different domain information, while forums in MOOC! are
usually managed by independent courses, and forums for
different courses involve different professional knowledge.
The CQA forum offers information retrieval to users to search
before asking, but it still suffers from large numbers of
duplicate questions, which have been answered before. The
number of duplicate questions on Stack Overflow has been
increasing over time [1]. Mismatch of duplicate questions
may make users conceive that their questions have not been
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n the MOOC forum, students are encouraged to communicate and
interact with each other. The forum plays an important role in asking for help
and communication. Based on this setting, MOOC forum herein is classified
as CQA forum.
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asked before and thus cause them to ask “new” questions,
which are unlikely to be answered (because the original one
has been answered). The continuous accumulation of dupli-
cate questions may interfere with their information search-
ing again, affecting user experience and satisfaction. Stack
Overflow asks professional users to mark duplicate questions
while online learning forums like the MOOC forum require
teachers and teaching assistants to manage the posts, which
inevitably wastes manpower and time. Automatic detection
of duplicate questions is necessary and critical for CQA.

The essential task of duplicate question detection is to
parse the semantics and logic of questions to identify whether
two given questions are duplicate, corresponding to the task
of semantic matching. Whereas, in the CQA forum, there
are all kinds of questions, some of which correspond to the
same answers, but with different ways of expression, some of
which are with similar syntax and sentence patterns but have
semantic gaps, bringing difficulties to the task. Fig. 1 shows
the examples.
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why the vector theta is to the boundary?

why the vector theta is to the boundary?

(a) Duplicate questions with similar expressions.

[Bug] to

Seem like

options.
Question properly ?
(b) Duplicate questions with different expressions.

FIGURE 1. Duplicate questions in CQA forums.

In Fig. 1 (a), two sentences are semantically equivalent
but they use different words to express the meaning of
“perpendicular”. Identifying the paraphrase of these two
questions needs to overcome the lexical gap (semantic
gap) [2], [3]. Feature-based approaches designed various
text features, such as topic similarity, lexical similarity, syn-
tactic features, etc. to learn semantic relationships between
sentences [4]-[7], while model-based approaches tend to
learn end-to-end classifiers for semantic matching [8]-[13].
In model-based approaches, effective components were
designed to capture information denoting sentence similar-
ity. The model-based approaches include two types of mod-
els, the representation-based model and the interaction-based
model [14]. But whether previous works are feature-based or
model-based, they tend to focus the semantic gap between
words, which may ignore semantics that should be learned
from the sentence level [15]. Fig. 1 (b) shows an example
of duplicate questions in which semantics cannot be parsing
just based on lexical gaps. The questions are with different
expressions and few overlap words. Different expressions and
unimportant words like “[bug]”, “seem like™ interfere with
semantic understanding. Capturing the interaction between
words is not enough for intricate cases in CQA forums.

In addition to the difficulties above, identifying duplicate
questions on CQA forums also requires overcoming the prob-
lem of domain specificity. As mentioned before, CQA forums
involve different domain knowledge. Different domains in
CQA forums may have different contexts for semantic pars-
ing, and most domains lack sufficient data for training [16].
A classifier trained on one domain is hard to achieve the same
performance to predict duplicates in another domain [17].

At present, a small number of studies [2], [17]-[19] dis-
cussed domain transferability of duplicate question detec-
tion, and most of them achieve transfer learning through
INIT strategies [20]. The hCNN [18] is the first work to
apply multi-task transfer learning to domain-specific seman-
tic matching (Paraphrase Identification). Nevertheless, this
research didn’t discuss the application on CQA forums.

To solve the above problems, this paper proposed a
Semantic Matching Model (SMM) with multi-task trans-
fer learning for multi-domain forum duplicate question
detection. Based on the interaction between words, this
method further extracted the interaction between words and
sentences, which considered overall weights of words at
the sentence level, and then extracted contextual informa-
tion, better abstracting semantics from the entire sentence.
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By implementing the models in the multi-task framework, the
domain transferability of SMM and baselines were compared.
The experimental results show that SMM can effectively
extract the interactive relationships between sentences and
it is well suited for duplicate question detection in small
domains.

The rest of this paper is organized as follows: Part II intro-
duces the related work on duplicate question detection and
semantic matching; Part III introduces the multi-task frame-
work and the SMM; Part IV reports experimental settings and
analyzes the results; The Part V summarizes.

Il. RELATED WORK

Stack Overflow mining challenges in 2013 [21] and 2015 [22]
gave rise to DupPredictor [5] and Dupe [4]: DupPredictor
developed a framework to identify duplicates. Similarities of
post titles, descriptions, topics and tags were considered as
features to measure the overall similarity scores of questions.
Dupe used features including term overlaps, entity and entity
type overlaps, WordNet [23] similarity to train a classifier.

Extracting important features that describe text similarity
is a key step. Whereas, there are some defects in these con-
ventional methods: Zhang et al. [6] observed that duplicate
classifiers just based on word vectors and topic similarities
would fail to identify certain duplicate pairs, and they mined
association phrases that co-occur frequently and used the
association score as one of the features to make up for the
defect of conventional methods. Silva et al. [1] reproduced
DupPredictor [5] and Dupe [4] to detect duplicate questions
in Stack Overflow, and they discovered that the effective-
ness of the models was not as good as the original work.
Hoogeveen et al. [16] used metadata such as user reputations,
user behavior to help improve the detection of misflagged
duplicate questions, and their experimental results stated that
metadata from CQA forums can be integrated with text fea-
tures to achieve good results. However, in these methods, fea-
tures need to be designed manually, and the roles of manual
constructed features may change with different data sets and
tasks. Difficulties also exist in reproduction [1].

Different from the above work, Addair [24] explored the
performance of neural networks in detecting duplicate ques-
tions. The experimental results showed that Multi-Layer Per-
ception (MLP), siamese CNN and LSTM perform better than
traditional NLP methods. Zhang et al. [2] took advantage of
BiLSTM in NLP tasks and integrated it with FrameNet [25]
to improve the detection.

The design of NN models has evolved from presentation-
based models to interaction-based models [14]. Typical
presentation-based models such as DSSM [26], CDSSM [27]
extracted representations of sentences and then compared the
similarity of text representations to measure the degree of
matching. Interaction-based models aimed to extract effec-
tive matching patterns through the text-to-text interaction.
A line of work, such as ARC-II [28], MatchPyramid [11],
Conv-KNRM [13], RI-Match [15] designed interaction struc-
tures to describe the degree of text matching. Another line
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of work, such as DAM [29], DRCN [8], MIX [14] used the
Attention mechanism to learn word alignments.

The work of [15] mentioned the defect of the word-to-
word interaction, it used BiLSTM to encode information
from sentence level to complement the word-to-word inter-
action. Chen et al. [14] proposed a multi-channel crossing
model integrating Inverse Document Frequency (IDF), Part-
of-Speech (PoS) tags and word positions to combine local and
global matching in text. Zhang et al. [2] and Chen et al. [14]
both observed the importance of matching crucial parts in
the sentence and they introduced external knowledge to help
improve semantic matching.

Nevertheless, previous works tended to focus on semantic
gaps between words. There are few discussions on how to
design effective interaction mechanisms to abstract semantics
of the whole sentence without introducing external knowl-
edge. They were mainly to put forward solutions of seman-
tic matching but seldom discussed the domain adaption of
semantic matching.

Lan and Xu [10] explored the transferability of different
semantic matching models. They trained the models on a
source domain and test their performance on another domain.
According to their analysis, previous interaction-based mod-
els were easy to focus on a few different words in the sen-
tences with more overlap words. The adversarial network [19]
was also used to achieve domain adaptive detection, but it had
no noticeable advantage when the source and target domains
were not similar enough.

The work of [18] is the first work to propose multi-task
transfer learning to multi-domain semantic matching. This
work designed hCNN which combines BCNN [12] and Pyra-
mid [11] to capture the text interaction. Their experimental
results proved that the combination of CNN and Pyramid is
efficient and effective, and it can be better adapted to multiple
domains through multi-task transfer learning. On the basis of
hCNN [18], this paper proposed SMM, and with the help of
multi-task transfer learning, the model was well adapted to
multi-domain duplicate question detection.

Compared to related work, the contributions of this work
are as follows:

1) This paper designed a mechanism to capture word-to-
sentence interactions based on word-to-word interac-
tions. The experimental results proved the effectiveness
of the interaction mechanism.

2) Itis the first work to apply multi-task transfer learning to
duplicate question detection in CQA forums (especially
in the educational forum, the MOOC forum).

3) State-of-the-art semantic matching models were repro-
duced in the transfer learning framework and adapted
to the task of duplicate question detection. The model
proposed by this paper outperforms the baselines.

lIl. METHODS

A. FRAMEWORK

Multi-domain duplicate question detection is considered as
a binary classification task in this paper. In the framework,
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FIGURE 2. Multi-task transfer learning framework.

there is a base model identifying whether two questions
are duplicate. The base model is responsible for extracting
matching information of two given sentences and transform-
ing such information through MLP with softmax to produce
alabel y € {0, 1}, where y denotes whether the two sentences
are matched. When a sentence pair is matched, the label
y = 1, and otherwise, y = 0. To adapt the base model to mul-
tiple domains, the base model is integrated with the multi-task
transfer learning framework proposed by [18]. As shown in
Fig. 2, the framework contains source domain, inter-domain
and target domain, all of which use the base model as the basic
component.

Given sentence pairs Q1 and Q», the base model is trained
for the source, target and inter-domain, which will produce
domain-specific output features py, p., pr, respectively (as in
Fig. 2). The source and the target domain share the informa-
tion from the inter-domain to infer the domain-specific labels
according to (1), where Wy(d € {sc, s, st, t}) is the weight
matrix of domain-specific MLP.

softmax (Wsepe + Wypy) if y from src
softmax (Wicpe + Wip,) if y from tgt
(1

The framework transfers knowledge by a covariance
matrix Q € R*** which constrains the relationships between
weight matrices in W, where W = [Wy; W.; Wy.; W, ], each
column of which is domain specific W; as mentioned before.
Note that, each value in €2 is the similarity score of any two
weight matrices in W. Therefore, by minimizing the trace of
wolwT according to (2), entries in €2 will constrain the
relationship between W;. When the corresponding value is
large, the relationship between Wy is strong, and otherwise,
the relationship between them is relatively weak.

p(y|pS$pC’pl) = {

L=t (WQ—IWT)
st.2>0, tr(Q) =1. 2)

Cooperating with constrain domain relationships, the
model updates parameters by minimizing the loss function £,
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FIGURE 3. The structure of semantic matching model (the element-wise comparison and classification layer are not shown).

where ny denotes the number of training samples of the
source or the target domain, A is the loss weight of L. Lo
denotes L, regularization of all parameters.

RS i i
L=— D _logp ()’i 10}, Qz)
Al
+ 7£1 + Ly, d € {src,tgt} (3)

B. SEMANTIC MATCHING MAODEL

The Semantic Matching Model (SMM) is the base model
of the framework. It is composed of four main components,
which are the context representation layer, the interaction
layer, the Pyramid architecture [11], [18] and the classifica-
tion layer. The context representation layer takes two input
sentences and encodes the sentence with the word embedding
and 1D CNN. The interaction layer takes context represen-
tations from the Embedding layer and the 1D CNN layer
to calculate two kinds of word-to-word interaction patterns
and then further extract word-to-sentence interactions to read-
just their contextual representations. The Pyramid is used to
capture the element-wise word-to-word interaction. Finally,
the outputs of the interaction layer are further compared and
integrated with the output of the Pyramid to produce richer
matching patterns for classification.

1) CONTEXT REPRESENTATION

As shown in Fig. 3, the Embedding layer produces two
representations, Qi (q} qé, e, q,ll) and O
(q%, q%, e qfn), where qf denotes a d-dimension embedding
vector of a word, i denotes the position of a word in the
sentence and j denotes which of the two sentences the word
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comes from. 1D CNN is used to produce the higher-level
context representation C. After the convolutional kernel
slides over the sentence embedding, 1D CNN convolutes the
sentence as the following representation. While CNN has k
kernels, ci will be a k dimension vector.

Ci = CNN (Q)) = (ci,cé,...,ci,)

, C,zn/)

C> = CNN (Q2) = (c%, A ... 4)

2) INTERACTION LAYER

Given the output X; € {Q;,C; and X» € {Q7, C from

the context representation layer, the interaction layer first

calculates word-to-word similarities as in (5) to produce a

score matrix Ap € R™ for the Embedding layer, and

Ac € R"*™ for the CNN layer.
Ax = XX, 5)

Herein, each element in the score matrix uses dot prod-
uct of corresponding word vectors to measure the similarity
between words.

To obtain more robust interactive information, the model
further calculates the word-to-sentence interaction based on
Ag and Ac. Note that in the score matrix, the elements in the
row i are unnormalized similarity scores of all x/.2 to the xl.l,
and the elements in the column j are unnormalized similarity
scores of all xi1 to the x*. Therefore, by summing each score in
the row and normalizing the score with column-wise softmax
as in (6), the overall weight of representation X» to each word
in X| can be obtained. In the same way, by summing each
score in the column and normalizing the score with row-wise
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softmax as in (7), the overall weight of representation X; to
each word in X, can be obtained.
exp(Y;Ax;)

= e 6
T S en(Y Ay ©)

exp(Q_; Ax;)
Zj exP(Zi Ax,—,-)

The weights « and $ of each element for two given sen-
tences can be calculated as above. After obtaining o and S,
we readjust the original representation X according to (8),
where X| and X’ denote the adjusted representations of X
and X», respectively.

/3)(/ = @)

1 i 1
X{ = (0t X 5 OayXyy Qg X3y eee e e )
2 2 2
X5 = (Box1, BuXys ByXys o vvn ) (8)

Note that representations of Embedding and CNN layers
are both considered as X, thus, the readjusted embedding
representations Q’l, Q’2 can be calculated, and the readjusted
CNN representations C{, C; can also be calculated. In other
words, we get two kinds of word-to-sentence interaction
information, one from the Embedding, as the left part in
Fig. 3, and another from the CNN layer, as the middle part
in Fig. 3.

After the above steps, the information that is relatively
important to each other can be extracted according to their
mutual word-to-sentence scores.

To further extract contextual information of the readjusted
representation 0}, 05, 1D CNN as mentioned above is used to
convolute Q) and Q), and produce higher-level contextual rep-
resentation Cy, Cj. Furthermore, 1D all-pooling is applied
to Cj, C3, C{ and Cj. Finally, the corresponding outputs of
pooling are concatenated for two given sentences, as in (9).

21 = pooling (C}) @ pooling(Cy')
22 = pooling (C}) @ pooling(C3) 9)

Herein, 1D all-pooling is the max-pooling as in [18],
and @ denotes the operation of concatenating between out-
puts. Furthermore, the model performs element-wise compar-
ison [30], [31] of z; and z> to obtain the final representation
2, of the interaction layer.

3) PYRAMID

The Pyramid architecture [11] is used to extract matching pat-
terns from the word-to-word interaction produced in III-B-2)
since the combination of Pyramid architecture and CNN has
been proved to be effective and efficient [18]. As shown
in Fig. 3 (the rightmost part), Pyramid herein is composed
of two 2D CNN and two 2-D max-pooling. Because the
rows and columns of the score matrix correspond to words
from two sentences, 2D CNN can extract such interactive
information from two dimensions, capturing the relationship
between multiple words and phrases in two sentences. The
output of such a relationship is represented by a 2D matrix.
Finally, we squeeze the 2D matrix into a 1D vector as the final
output of the Pyramid.
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4) CLASSIFICATION LAYER

The output of the interaction layer z, and the output of
the Pyramid z, are concatenated to produce final output p
for classification. Note that the model is trained for three
domains, each of which would produce a domain-specific
output. Thus, we would get three output features py, pc, pr
for MLP with softmax to produce two domain-specific labels
as mentioned in III-A.

IV. EXPERIMENTS

This section introduces the data sets of the experiment, imple-
mental details of SMM and experimental settings of model
comparisons. The performance of SMM and baseline algo-
rithms is reported.

A. DATA SETS

In order to evaluate the performance of the models in detect-
ing domain duplicate questions, we took the released bench-
mark data set CQADupStack [32] and our private MOOC
data set as the target domain, and the benchmark large-scale
data set Quora? as the source domain.

CQADupStack contains twelve subforums from Stack
Exchange. We randomly selected five domain-specific
forums, which are Games, Mathematics, Android, Statis-
tics and Physics for experiments. All duplicate questions
in each domain were extracted by query_cqadupstack,® and
each duplicate question pair is combined with non-duplicate
question randomly selected from the non-duplicate set to
form the final data set with a positive to negative ratio of
1:3, simulating a scenario of skew distribution of duplicates
and non-duplicates in the forums. The amount of data in
each domain is less than 10,000. The MOOC data set comes
from a Machine Learning (ML) course in Coursera.* We
asked domain professors and students to tag question pairs
on potentially similar question set, forming a MOOC data set
with about 1,000 questions pairs and a positive to negative
ratio of about 1:1. Detailed information of data sets is shown
in Table 1.

All data in the target domain were randomly shuffled and
split into a train set and a test set with a ratio of 8:2. Accu-
racy (ACC) and F1 are used as the main evaluation metrics to
compare model performance in detecting duplicate questions.

B. MODEL IMPLEMENTATION

The word embedding was initialized with 300-dimensional
GloVe [33] vectors which are pretrained in the 840B Common
Crawl corpus. The Embedding was set to be trainable. The
threshold for the length of the input sentence was set to 100.
The kernel size and the number of kernels for CNN in context
representation layers were set to 4 and 150 respectively, with
strides set to 1. For two CNN layers in Pyramid, kernel sizes

2 https://www.kaggle.com/c/quora-question-pairs

3 https://github.com/D 1Doris/CQADupStack/blob/master/query_
cqadupstack.py

4https ://www.coursera.org/

56033



IEEE Access

Z. Xu, H. Yuan: Forum Duplicate Question Detection by Domain Adaptive Semantic Matching

TABLE 1. Details of data sets. the “details” column describes the amount
of data in the format of “total/positive+".

Domain Details Model
/Discipline | (Total/Positive+) | Inputs
Game 9,116/2,279+
Math 5,488/1,372+
StackExchange | Android 6,852/1,713+
Target
Stats 3,664/916+
Physics 7,872/1,968+
MOOC ML 1,016/553+
Quora! No 404,303/ Source
distinction | 149,265+

were set to 4 x4 and 2 x 2, and strides were set to 1 and 3. The
strides of the 1D max-pooling layer and two 2D max-pooling
layers were set to 1, 4 and 2 respectively. A; was set to
0.0004. Additionally, the batch size and learning rate were
set to 64 and 0.08. Training of transfer learning framework
followed the algorithm proposed by [18]. Each model was
tested S times on the test set in each domain and the averages
of all tested results were recorded as the final results.

C. EXPERIMENTAL SETTINGS AND RESULTS

SMM was compared with the state-of-the-art CNN-based and
LSTM-based models. By setting up three groups of experi-
ments, the performance in the compared methods, the effects
of the interaction mechanism and the transferability of SMM
were examined. For fairness, all compared methods were
adapted to the multi-task transfer learning framework.

1) BASELINES

(1) CNN is the context representation layer in SMM.

(2) Pyramid [11] is the basic component in SMM.

(3) hCNN is the first hybrid CNN model proposed by [18].

(4) SMM-att: Replace the interaction layer in SMM with the
general attention mechanism [34] to compare the interac-
tion mechanism proposed with the attention mechanism.

(5) Siamese LSTM is proposed by [35] for learning seman-
tic similarity. In the experiments, MaLSTM is used for
the abbreviation of Siamese LSTM.

Conv-KNRM is the state-of-the-art CNN-based n-gram

matching model proposed by [13]. In order to compare

the matching strategy proposed by [13] with the interac-

tion mechanism, the n-gram cross-matching (abbreviated as

NGM) structure was extracted from Conv-KINRM and served

as a component in the following methods. The lengths of

n-grams were set to 1, 2, 3 according to [13].

(6) NGM1: Use n-gram matching in [13] to produce score
matrix A (as mentioned in III-B-2)) and use Pyramid to
capture higher-level signals of n-gram matching.

(7) NGM2: Use n-grams matching in [13] to produce
score matrix A (as mentioned in III-B-2)) and use the
interaction mechanism mentioned in III-B-2) to extract
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interaction between n-grams and sentences. The other
structures in the model remained unchanged.
The experimental results are shown in Table 2. Table 3 sum-
marizes the results of the comparison between SMM and
baseline algorithms.

By comparing the results of CNN, Pyramid, hCNN and
SMM, it can be concluded that integrating CNN with Pyramid
can bring significant benefit to the detection. Though the
performance of the Pyramid is not as good as that of SMM,
its effectiveness can’t be ignored.

It can be observed that the performance of SMM exceeds
that of MaLSTM in all six domains, and it outperforms hCNN
in Games, Mathematics, Statistics, Physics and MOOC, four
of which are improved significantly. Although no improve-
ment of ACC is observed on Android, its F1 value is 0.7%
higher than that of hCNN. SMM outperforms hCNN in the
F1 with a maximum improvement of 9.5%. MaLSTM has
no interaction mechanism, and hCNN lacks the word-to-
sentence interaction proposed in this paper. The experimen-
tal results indicate that the word-to-sentence interaction is
important to semantic matching.

Compared to SMM-att, SMM is different in the way it
calculates the interactive information of sentences. From the
results in Table 2, SMM-att does not perform as well as SMM
in most domains except MOOC, which means that capturing
interactive information through Attention is not necessarily
effective in cross-domain duplicate question detection. Atten-
tion considers word alignments, which may let the model
focus on word-to-word interactions and neglect relatively the
attention from the sentence level, while the word-to-sentence
interaction summarizes relatively attention from the sentence
level and uses overall weights to readjust the representation of
the sentences. The experimental results show that the effects
of these two mechanisms are different, and the word-to-
sentence interaction mechanism is more effective than the
Attention mechanism.

The difference between the results of NGM1 and NGM2
further supports the above basic conclusion: The strategy of
the n-gram matching cannot capture matching patterns better
than the word-to-sentence interaction does, since integrating
n-grams with the interaction mechanism (NGM2) outper-
forms NGM1. Compared to SMM, NGM2 has improvements
in Game, Math and Android, but not in Stats, Physics and
ML. The performance of NGM2 and SMM is comparable. It
is known that when n is 1, the matching is word level, and
when n is greater than 1, the matching is phrase level. Thus,
the results above indicate that there seems to be little benefit
to use interactive information of both word and phrase.

In conclusion, the comparisons between SMM and base-
lines demonstrate the effectiveness of SMM and its word-to-
sentence interaction mechanism.

2) TWO KINDS OF INTERACTIONS

The interaction layer takes the representations from Embed-
ding and CNN layers to produce two kinds of interactions.
In the previous experiment, the interaction mechanism was
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TABLE 2. Comparison between SMM and baselines. ACC and F1 in each domain and model are shown in the format of “ACC/F1”, and the appearance of
the symbol £ indicates there were significant differences between the performance of SMM and the performance of baselines.

StackExchange MOOC
Game Math Android Stats Physics ML
CNN 0.790%/0.540* 0.797¢/0.465* 0.862%/0.682¢ 0.819%/0.493¢ 0.862%/0.671*¢ 0.805%/0.795
Pyramid 0.901/0.796 0.804%/0.570¢ 0.893/0.773 0.853/0.645 0.900%/0.775* 0.795/0.786
hCNN 0.887/0.758 0.810/0.539¢ 0.907/0.791 0.837%/0.575* 0.905/0.775* 0.806%/0.797¢
SMM-att 0.868¢/0.719* 0.792/0.476* 0.895/0.762¢ 0.835%/0.597¢ 0.879%/0.712¢ 0.823/0.808
MaLSTM 0.775%/0.506* 0.775%/0.506* 0.852%/0.673¢ 0.791%/0.523¢ 0.860%/0.690¢ 0.771%/0.484%
NGM1 0.876%/0.741* 0.805%/0.517¢ 0.885%/0.738¢ 0.855/0.636 0.886%/0.746¢ 0.825/0.821
NGM2 0.899/0.788 0.825/0.606 0.909/0.802 0.855/0.651 0.909/0.791 0.821/0.813
SMM 0.897/0.781 0.821/0.596 0.906/0.798 0.863/0.670 0.912/0.799 0.825/0.818

TABLE 3. Summary of comparison between SMM and baselines. When SMM has improvements in domains, the domain color is red, and the more the
improvement, the darker the color. When SMM is worse than baselines, the color is green. When there is no improvement, the color is the middle color

between red and green.

Domains

Improvement of SMM in six domains
¢ (min ~ max)

Format: Avera;

- > R Model features of baselines compared to
g § % g % S ACC F1 SMM
& 1E 02 17 |8 |»
CNN 4.8% (2%~10%) 13.6% (2.3%~24.1%) Without interaction and Pyramid
Pyramid 1.3% (-0.4%~3%) 1.95% (-1.5%~3.2%) Without CNN context layer and interaction
hCNN 1.2% (-0.1%%~2.6%) 3.8% (0.7%~9.5%) Without interaction mentioned in I11-B-2)
SMM-att 2.2% (0.2%~3.3%) 6.5% (-0.3%~12%) Replacing interaction with Attention
MaLSTM 6.6% (4.6%~12.2%) 18% (9%~27.5%) Base model is different
NGM1 1.5% (0.8%~2.6%) 4.4% (3.4%~7.9%) With n-gram matching
NGM2 0.1% (-0.4%~0.8%) 0.18% (-0.9%~1.9%) With interaction mentioned in I1I-B-2)

TABLE 4. Comparison of EMB-1 and CNN-I. ACC and F1 in each domain
and model are shown in the format of “ACC/F1".

EMB-I CNN-I
Game  0.881/0.750 0.899/0.788
Math  0.806/0.567 0.823/0.605
Exsct}?:gge Android  0.897/0.781 0.906/0.796
Stats  0.839/0.625 0.870/0.691
Physics  0.890/0.747 0.909/0.791
MOOC ML 0.787/0.778 0.825/0.814

proved to be effective, but what is the role of these two kinds

of interactions? We removed one of them to produce two

models, EMB-I and CNN-I, and examined their effects on

the task. Note that EMB-I and CNN-I are also adapted to the

transfer learning framework.

(1) EMB-I is the word-to-sentence interaction based on the
Embedding layer.

(2) CNN-I is the word-to-sentence interaction based on the
CNN layer.

From the results in Table 2 and 4, it can be observed
that the performance of EMB-I is worse than SMM, and the
performance of CNN-I is comparable to SMM. It seems that
the interaction of the Embedding layer brings little benefit
to SMM. The result of using the CNN context to produce
the word-to-sentence interaction is better than that of using
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the Embedding context directly. Whereas, the results of such
a combination are not worse than that of CNN-I, which
indicates that the combination of two kinds of interactions
has the effect of 1 + 1 # 2.

3) TRANSFERABILITY OF SMM

In this section, we compare the performance of SMM with
and without multi-task transfer learning to examine its trans-
ferability. Since SMM is proposed based on hCNN, we just
make a comparison between SMM and hCNN to see how
much SMM can improve the transferability of its basic
model. The results are shown in Table 5. Origin denotes
the model that was trained and tested in the target domain,
and Trans denotes the model that was trained and tested in
the multi-task transfer learning framework. By comparing
the results between Origin and Trans, the transferability of
the model can be learned: Through the framework, hCNN
achieves 0.09% to 2.2% improvements of ACC and 2.2%
to 5% improvements of F1 in all domains except MOOC.
SMM improves ACC in all domains by 1.4% to 3.2% and
improves F1 by 2.8% to 7.6% compared to its Origin model.
Its transferability is stronger than that of hCNN.

4) VISUAL ANALYSIS

The covariance matrix 2 in the five domains on Stack
Exchange and score matrices of question pairs were extracted
and visualized to better investigate the performance of SMM.
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FIGURE 5. Heat maps of score matrices Ay in the interaction layer (in 111-B). The darker the color, the larger the entry value.

TABLE 5. The transferability of SMM and hCNN. Origin denotes the model that was trained and tested in the target domain, and Trans denotes the model

that was trained and tested in the multi-task transfer learning framework.

StackExchange MOOC
Game Math Android Stats Physics ML
hCNN Origin 0.870/0.724 0.801/0.511 0.883/0.744 0.824/0.525 0.883/0.732 0.814/0.809
Trans 0.887/0.758 0.810/0.539 0.907/0.791 0.837/0.575 0.905/0.775 0.806/0.797
SMM Origin 0.872/0.730 0.807/0.568 0.879/0.739 0.831/0.594 0.887/0.745 0.798/0.785
Trans 0.897/0.781 0.821/0.596 0.906/0.798 0.863/0.670 0.912/0.799 0.825/0.818

In Fig. 4, heat maps of 2 are plotted, each of which is the
average result of multiple matrices that randomly extracted
from its domain. In Fig. 5, word-to-word score matrices
of duplicate pairs and non-duplicate pairs are also plotted
by heat maps. On the right and bottom of each subgraph,
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word-to-sentence scores are shown, which helps to better
understand the word-to-sentence interaction.

In Fig. 4, the relationship between Wy, and W;, W, and
W, are both weak. The observation is in line with empir-
ical cognition that the feature space shared to the source
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domain should be different from the feature space of the target
domain, and this relationship also exists in the feature space
of the source domain and the shared-to-target domain. It note-
worthy that W, and W, are both from the inter-domain, they
should be correlated to each other, and the relationship does
occur in most domains. The relationship between Wy, and Wy,
W;. and W; are strong. This result is not consistent with that
described by [18], which means that the relationship is not
immutable and can be affected by the data set.

Heat maps in Fig. 5 (a) and (b) show a clear distinction
between similar words, co-occurrence words and dissimilar
words. Colors in Fig 5. (a) are darker than that in Fig. 5 (b),
which means that word similarities in duplicate pairs are
stronger than that in non-duplicate pairs. The right and bottom
of each subgraph illustrate the word-to-sentence interaction
can identify keywords in duplicate pairs and ignore potential
similar words in non-duplicate pairs.

V. CONCLUSION AND FUTURE WORK

Identifying semantic equivalence of sentences is essential
to duplicate question detection. Although semantic simi-
larity can be learned by measuring the similarity between
words, intricate relationships between semantics, the ways
of expression and syntax make the task more challenging.
This paper proposes SMM, which abstracts semantics based
on the interaction mechanism. It takes interactive informa-
tion from the Embedding and the CNN layer respectively to
capture abundant matching information for semantic parsing.
By cooperating with the multi-task transfer learning frame-
work, SMM can be well applied to domain-specific forums.
By reweighting word-to-word scores at the sentence level
and using reweighted scores to readjust the original represen-
tation, the interaction mechanism further extracts keywords
for duplicate pairs and ignores potential similar words for
non-duplicate pairs. The experiments on the benchmark data
set and MOOC forum data show that the combination of the
word-to-sentence interaction, CNN and Pyramid is effective.

Although the interaction mechanism plays an important
role in semantic matching, the addition of the interaction
mechanism would reduce the efficiency of the hybrid model,
which might require a tradeoff between efficiency and other
performance indicators in practice.

In future work, we consider doing more experiments on
model training time and inference time to examine the effi-
ciency of the model. Exploring what kind of knowledge is
transferred from the source domain to the target domain and
giving an interpretable analysis are also the focuses of our
future work.
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