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ABSTRACT The function of a protein is closely tied to its subcellular location. Identifying the subcellular
location of proteins is a crucial step to understand their functions. However, determining the subcellular
location of proteins experimentally is time-consuming and costly. Therefore, developing effective computa-
tional methods to predict the subcellular positions of proteins is a hotspot in bioinformatics. Though many
models have been proposed to improve the prediction accuracy of protein subcellular localization, there
are still several shortcomings: (1) numerous methods ignore the multi-site proteins; (2) high dimensional
features bring the burden to the construction of the prediction model. In this work, we proposed a method
to predict the subcellular location of bacterial proteins with both single and multiple locations. Two features
based on evolutionary information are extracted to solve the multi-site prediction problem, of which one is a
190-dimensional feature vector from absolute entropy correlation analysis (AECA-PSSM) and another is a
480-dimensional feature vector extracted using discrete wavelet transform (PSSM-DWT). After combining
both proposed features, multi-label linear discriminant analysis (MLDA) is employed to transform the
high-dimensional feature space into a lower-dimensional space. Multi-label k-nearest neighbors algorithm
(ML-KNN) is utilized to predict the subcellular location of both single-site and multi-site proteins.
Experimental results on Gram-positive dataset and Gram-negative dataset show the effectiveness of the
proposed method.

INDEX TERMS Subcellular location, absolute entropy correlation analysis, discrete wavelet transform,
multi-label linear discriminant analysis, multi-label k-nearest neighbors.

I. INTRODUCTION

The knowledge of subcellular location of proteins is very
important which is closely associate with their function [1].
Only in specific subcellular location can a protein work and
identifying the protein subcellular location can help to drug
design and medical science. Biochemical experiments are the
initial way to determine the relevant information of proteins
and label them, but the process is time-consuming and costly.
Meanwhile, facing the explosive growth of protein sequences
discovered in the post-genomic age, it is impractical to
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receive the information of proteins only by biochemical
experiments. To timely acquire useful information from these
sequences for drug design, a lot of information have been
successfully predicted using computational approaches, such
as subcellular location of proteins [2], 3D structures of mem-
brane proteins [3] and post-translational modification sites in
proteins [4], [5]. Actually, the rapid development of bioin-
formatics has driven the medicinal chemistry undergoing an
unprecedented revolution, in which the computational biol-
ogy has played increasingly important roles in stimulating
the development of finding novel drugs [6]. In view of this,
this paper focus on developing a computational approach to
identify the subcellular location of proteins.
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Various remarkable computational methods have been
proposed for prediction of protein subcellular location
[7]1-[13]. Many studies have shown that the design of feature
extraction methods is the key of protein subcellular local-
ization prediction. Amino acid composition (AAC) [14] is
an early sequential-based feature extraction method which
takes advantages of the information about the frequency
of each type of amino acid in the protein sequence.
In 2001, to obtain more information of the protein sequence,
pseudo-amino acid composition (PseAAC) method [15] has
been proposed by using the physicochemical properties.
Later, extracted features based on evolutionary information
which mainly obtained from the position-specific scoring
matrix (PSSM) have gained attention. Liu et al. [16] com-
bined the PSSM with an auto covariance transformation and
called it PSSM-AC to predict the subcellular location of
proteins in 2010. In 2015, Dehzangi et al. [17] proposed two
segmentation based feature extraction methods from PSSM
to predict the subcellular location of Gram-positive and
Gram-negative proteins. In 2017, Xiang et al. [18] utilized the
golden ratio to spit PSSM and segmented evolutionary infor-
mation was calculated to represent protein sequences. Zhang
and Liang [19] integrated Moran autocorrelation and cross
correlation with PSSM as proposed in MACC-PSSM model.
Over the years, features extracted from PSSM have been
widely used in protein subcellular localization prediction and
other domains [20]-[22]. All of these methods have shown
that the potential features extracted based on evolutionary
information can be employed in bioinformatics. Using Gene
Ontogy (GO) information as feature extraction methods to
predict the subcellular location of proteins has also been
obtained a series of results [23]-[26]. Many of the methods
mentioned above can only handle single-label systems where
each protein just occurs in one subcellular location. However,
with more experimental data uncovered, some proteins may
simultaneously occur or move between two or more locations.
In fact, multi-site proteins are widely found in living organ-
isms and usually have some special functions worth noting,
which are of great research value.

In recent years, some methods have been proposed to
determine the subcellular location of bacterial proteins using
Gene Ontology [27]-[32]. The GO describes the properties
of genes and gene products in organisms, and it covers
three aspects: cellular component, molecular function and
biological process. However, using GO as a feature extraction
method, it will generate a high-dimensional feature vector
and the dimension of the feature will increase continuously
with the update of the GO database [33]. Moreover, for
new proteins, they have no GO information. So, using the
GO terms as features to predict the subcellular location of
proteins will lead to a heavy burden on the classifier and
the prediction results may be inaccurate. Therefore, in this
paper, we extracted features based on evolutionary informa-
tion not employ GO terms to predict the subcellular location
of proteins.
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Characterization of proteins using multiple feature sets
can solve the defect of insufficient information in a sin-
gle feature set, but the dimension of the features will
become much higher. And for protein sequences, some-
times even using a single feature set to represent a pro-
tein can generate a higher-dimensional feature vector, such
as dipeptide composition (400-dimensional) [34] and GO
(11118-dimensional) [35]. The high dimensional features
often contain a lot of redundant and irrelevant information
which may cause a degradation in classification performance
and an increment of training time for building the model.
Dimensionality reduction is an effective way to solve this
problem. At present, there have been some works solving
the subcellular location prediction problem with considera-
tion of dimensionality reduction. Nogami er al. [36] utilized
principal component analysis (PCA) to process protein data.
Tang et al. [37] proposed a method named iAPSL-IF to
identify the subcelular location of apoptosis protein using the
SVM-REE feature selection method. Yu et al. [38] proposed a
model for the prediction of subcellular location of apoptosis
proteins and in their work, local fisher discriminant analy-
sis (LFDA) was employed to reduce the dimension of the
features. Wang et al. [2] considered four global algorithms of
dimensional reduction, including linear discriminant analysis
(LDA), median LDA (MDA), generalized Fisher discriminant
analysis (GDA), and median—mean line-based discriminant
analysis (MMLDA) to map the high-dimensional data into
a low-dimensional spaces. Though these above mentioned
methods considered reducing the complexity of feature space,
they did not take multi-site proteins into account. In other
words, the dimensionality reduction method mentioned above
may not be effective or applicable when solving the problem
of subcellular localization prediction for multi-site proteins.

Considering the above mentioned problems, in this study,
we aim to predict the subcellular location of bacterial proteins
that contain both single-site and multi-site proteins. First,
two discriminant features are extracted to explore evolu-
tionary information embedded in position-specific scoring
matrix. One is a 190-dimensional feature named absolute
entropy correlation analysis (AECA-PSSM) which represents
the relationship between each two attributes in PSSM. And
another is a 480-dimensional feature named PSSM-DWT
obtained by employing discrete wavelet transform which
analyzes the time-frequency distribution of PSSM sig-
nal. Then, after combining the two features to generate a
670-dimensional fusion feature vector, multi-label linear dis-
criminant analysis (MLDA) is used to eliminate the noise
and reduce the dimension of the extracted features. Finally,
all the samples are predicted by ML-KNN algorithm. The
evaluation results indicate that our proposed method performs
better than other existing models on the subcellular location
prediction of proteins.

A series of publications and comprehensive review
papers [22], [39]-[43] have demonstrated and summarized
that, to establish a useful predictor for a biological system,
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TABLE 1. Details of gram-position dataset.

Order Subcellular locations Number of proteins
1 Cell membrane 174
2 Cell wall 18
3 Cytoplasm 208
4 Extracellular 123
total number of locative proteins 523
tolal number of different proteins 515

TABLE 2. Details of gram-negative dataset.

Order Subcellular locations Number of proteins
1 Cell inner membrane 557
2 Cell outer membrane 124
3 Cytoplasm 410
4 Extracellular 133
5 Fimbrium 32
6 Flagellum 12
7 Nucleoid 8
8 Periplasm 180

total number of locative proteins 1456

tolal number of different proteins 1392

one needs to follow the Chou’s 5-steps rule [44] to accomplish
the following procedures: (1) construct or select a benchmark
dataset to train and test the model; (2) formulate the samples
with an effective expression that can truly reflect their intrin-
sic correlation with the target; (3) introduce or develop a pow-
erful algorithm to construct the model; (4) properly perform
cross-validation tests to objectively evaluate the performance
of the model; (5) establish a user-friendly web-server for the
proposed model. Below we will elaborate how to deal with
these five steps one by one.

Il. MATERIALS AND METHODS

A. DATA SET

According to Chou’s 5-steps rule, the first step is how to
construct or select a benchmark dataset to effectively train and
test your model [44]. In this study, two widely used bench-
mark datasets are applied to predict the subcellular location
of bacterial proteins. One is established for Gram-positive
bacterial proteins [45] and another is Gram-negative bacterial
proteins [32].

The Gram-positive dataset contains 519 different protein
sequences located in four locations, of which 515 proteins
belong to one subcellular location and 4 to two subcellular
locations. Hence, there are 523 locative protein sequences in
total. The details of the Gram-position bacteria dataset are
given in Table 1.

The Gram-negative dataset contains 1392 different protein
sequences located in eight locations, where 1328 proteins
belong to one subcellular location and 64 to two subcellular
locations. And there are 1456 locative protein sequences in
total. The details of the Gram-position bacteria dataset are
shown in Table 2.

It is worth noting that none of the proteins contained in the
two datasets have > 25% paired sequences identity to any
other proteins in the same location.

B. FEATURE EXTRACTION METHOD
One of the most important but also most difficult prob-
lems in computational biology is to formulate the biological
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sequence with a discrete model or a vector which known
as feature extraction, because the classifiers can only han-
dle the vectors rather than the sequence samples directly.
To avoid completely lose of sequence-order information,
PseAAC was proposed [15] and it has been widely used
in nearly all the areas of computational proteomics [17],
[46], [47]. Because of the widespread use of the concept
of Chou’s PseAAC, four powerful web-servers were estab-
lished, including 'PseAAC’ [48], 'PseAAC-Builder’ [49],
"propy’ [50] and "Pse AAC-General’ [51]. Encouraged by the
success of using PseAAC to deal with protein sequences,
PseKNC (Pseudo K-tuple Nucleotide Composition) [52] was
developed to extract features from DNA\RNA sequences.
Particularly, a very powerful tool called ’Pse-in-One’ [53]
and its updated version ’Pse-in-One 2.0’ [54] have been
established to generate feature vectors for protein\peptide
and DNA\RNA sequences. It is essential to develop effective
feature extraction algorithms to express the protein sequence.
Consider the 2nd rule of Chou’s 5-steps rule [44], in this
study, we propose to utilize two novel features extracted from
PSSM to predict subcellular location of bacteria proteins.

1) POSITION-SPECIFIC SCORING MATRIX

Position-specific scoring matrix (PSSM) which obtained by
PSI-BLAST, is a representation of evolutionary information
of proteins [55], [56]. In our research, to obtain the PSSM
for the proteins in our employed datasets, the E-value and the
iterations numbers are set to 0.001 and 3, respectively. For a
protein sequence with the length of N, its PSSM is an N x 20
matrix ( where N is the length of the protein and the columns
represent 20 types of amino acids ), which can be expressed
as follows:

Ei1 Eio Ei_20 ]
Er1 Exo Er—20
pSSM = | - : : : 1
Eis1 E2 - Eisy M
_EN_>1 En_o EN—)ZO_

where E;_,; represents the probability describing how the
amino acid at the ith position in the protein sequence
mutates into the j type of amino acid during evolution. After
getting the PSSM, we can normalized the elements E; ,;
by P,’j = ] 1

te i
2) ABSOLUTE ENTROPY CORRELATION ANALYSIS
(AECA-PSSM)
The elements P;; in PSSM is the probability that the amino
acid in the ith position replaced by a specific amino acid type
j. Each column in PSSM is considered as one amino acid
property, thus the PSSM can be treated as probability distribu-
tions of all properties. Within a PSSM, there are 20 columns
in total, so that we can get 20 probability distributions for a
PSSM. In order to measure the correlation between different
properties, absolute entropy correlation analysis method is
proposed.
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Relative entropy, also known as Kullback-Leibler diver-
gence (KL divergence or KLLD) [57] describes the difference
between two probability distributions P and Q, and it is
an asymmetric measure. The relative entropy between two
different probability distributions P and Q is as follows:

Al . 1 N ) 1
Dk (P||Q) = ZP(z)log <®> - ;P(l)log <%>
(i)
= P@)l 2
Z (l)0g<Q<)> @

The relative entropy is always non-negative on the basis of
Gibbs inequality, and when it equals to 0, it means that the
two probability distributions are the same ones. Because the
relative entropy doesn’t satisfy the commutative law, that is to
say Dkr,(P||Q) # Dkr(Q||P), if directly describe the relation-
ship between each two columns in PSSM in terms of relative
entropy, we need a 19 x 20 = 380-dimensional feature vector
to fully extract the information in PSSM. Therefore, absolute
entropy which is the modified form of relative entropy is
defined as:

1
DP, Q) = Z(Dg(Pl|Q) + Dkr(Pl|Q))

= Z(P(z) — Q(i)log ( Q(( ))) 3)

The absolute entropy is symmetric and can reflect the distance
between two variables absolutely. The absolute entropy is
also always equal or greater than zero, and when it is zero,
it also represents that the two distributions are the same.

Since the length of different protein sequences are not
the same, we average the final calculation by dividing the
sequence length N to eliminate the effect of protein length.
For the PSSM which we have stated to consider as 20 proba-
bility distributions, the absolute entropy correlation analysis
is employed to analyze the pairwise relationship between
each two columns in PSSM and the protein sequence infor-
mation is extracted. By absolute entropy correlation analysis
which is a symmetric form, a 190-dimensional feature is
established. Compared to using relative entropy, the dimen-
sion of the feature is reduced by half and calculation is
simpler.

3) DISCRETE WAVELET TRANSFORM, PSSM-DWT

Discrete wavelet transform (DWT) is an adaptable signal pro-
cessing tool which analyses the signal by decomposing it into
a series of coarse approximation and detail information [58].
It can capture information in both frequency and location
content. Nanni et al. [59], [60] proposed an algorithm to
represent a protein as an image and applied DWT to describe a
protein by decomposing the matrix of the protein image into
coefficients at different levels. Similar to Shen’s work [40],
in this paper, discrete wavelet transform is implemented to
decompose the PSSM. Through experiments, 5-level discrete
wavelet transform is applied to analyze the PSSM. Figure 1 is
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FIGURE 1. Process of the PSSM-DWT;H,, is the high-pass filter,L, the
low-pass filter.

an example of 5-level decomposition of one column in PSSM.
In each stage of this scheme, the approximation coefficient
is decomposed with high-pass and low-pass filters and then
down-sampled. Thus the columns in PSSM can be decom-
posed into one final approximation A5 and details D1 — D5.
To further describe the time-frequency distribution of
the signal, four values are calculated from the different
coefficients. The four features are as follows:
1) M: The mean of the absolute values of each sub-band
coefficients.
2) S: The standard deviation of each sub-band coefficients.
3) F: The fluctuation index of each sub-band coefficients.
=,
F=— ct+1)—c(t 4
v ;‘ le(t + 1) = ()] “
4) V: The variation coefficient of the absolute values in
each sub-band coefficients.
v="2 ®)
u
where

1 N
==Y le)], o=
N =1

Feature M is the frequency distribution of the signal
and feature S, F, and V represent the degree of changes
in the frequency distribution. Finally, for a PSSM which
has 20 columns in total, a 480-dimension feature vector is
obtained.

C. MULTI-LABEL LINEAR DISCRIMINANT ANALYSIS

FOR DIMENSIONALITY REDUCTION

Feature fusion can solve the defect of insufficient information
in using a single feature set, so that fusing features calcu-
lated by different algorithms becomes an effective method
to improve the accuracy of protein subcellular localization
prediction. However, fusion features generally have higher
dimensions and contain more redundant and irrelevant infor-
mation, which may have a negative impact on the prediction.

1 N
— — )2
N ;:1('60)' ) (6)
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An effective dimensionality reduction method can remove
redundant and irrelevant information from the extracted fea-
tures and improve the efficiency of classification [61]. Some
bacterial proteins are located in more than one subcellular
locations, so this is a multi-label problem and in this paper,
we employ a multi-label dimensionality reduction method
named multi-label linear discriminant analysis (MLDA) to
reduce the dimension of the proposed features [62].

Given a dataset with n samples {x;, yi}?zl and L classes,
where x; € R? is the features of a protein sample and y; €
{0, 1}* is the corresponding class label of the sample. If x;
belongs to the I-th class, y;(I) = 1, otherwise, y;(/) = 0.
We write X = [x1,....x,]J and ¥ = [y1,...,y.)l =
Yy, - - -» Yal, where yq) € {0, 1}".

To improve the classification accuracy, MLDA takes
advantages of label interactions through label correlations.
The label correlation between two classes is defined as
follows:

(Y(l), Y(k)>
lya Y@l

Moreover, in order to solve the over-counted problem of
multi-label samples, the following normalized matrix Z =

Ci = cos(yay, Yk)) = @)

(21,22, -, 2,]7 € R™ is employed:
iC
z = Yyi ®)
lyiller

where ||.]l¢1 is the £1-norm of a vector. The class-wise
within-class scatter matrix S and the class-wise
between-class sczitter matrix S? are separately defined as:

=yt
=1

L n
=D 2 Zuxi —mp)(x; —my)’ ©)

=1 i=1

L

l

= st
=1

L n
=) (Z Zu) (m; —m)m; —m)”  (10)
=1 \i=1

where m; = % is the mean of samples of the class I,
ZL ZE?I Il/l-1x~ . .
and m = £l "2 5 the multi-label global mean of all

=1 2ui=11il . . . .
samples. MLDA fnaps the samples in the high dimensional
space to a lower dimensional space, it tries to maximize Sp
and minimize S, the optimization objective is as follows:

wis,w
W = arg max | tr ML (11)
WeRdxp WTs,Ww

where W is the projection matrix and is constructed by
solving the eigenvalue problem S, !Spv = Av, p < L.
And matrix F after dimensionality reduction can be obtained
by F = WTX. Therefore, the dimension of the original
high-dimensional features is reduced and the redundant infor-
mation obtained in the original protein sequence feature is
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eliminated. In other words, after getting the sample matrix
X, through the projection matrix W, matrix F with reduced
dimension can be obtained. Then, we get features with
more discriminating ability and decrease the computation
complexity of the classification model.

D. MULTI-LABEL K-NEAREST NEIGHBOR, ML-KNN
Classification algorithm plays an important role in predicting
the subcellular localization of proteins, but most of the classi-
fiers only focus on the protein sequences located in one sub-
cellular location and can not handle multiple sites proteins.
Numerous proteins have been found to be located in two or
more subcellular locations, so it is vital to explore effective
predictive algorithms to identify the subcellular locations for
both single- and multi-site proteins. Now according to the 3rd
rule of Chou’s 5-steps rule [44], in this paper, ML-KNN is
chosen to solve this problem [63]. Given a instance x and
its corresponding label set y, if x belongs to the /-th class,
y:(l) = 1, otherwise y,(/) = 0. Let N(x) represents the k
nearest neighbors of x in the training set. The membership
counting vector can be calculated as:

Ch= Y vl (12)

aeN(x)

where C, (/) represents the number of neighbors of x which
belong to class [.

Let H f denotes that the instance has label [, while Hé
is not. In addition, E! is defined as the event that in the
k nearest neighbors of the instance, there are exactly j
cases have the label /. First, calculate the prior proba-
bilities P(Hé)(b € {0, 1}) and the posterior probabilities
P(E].[|H1ﬁ)(j € 0,1,---,k). All of them can be directly
established from the training set.

s+ 2 im1 YuD

P(H]) = Sy JP(H))=1—-PH]) (13)
PEH!) = s+l 14
EHD sx (k+ D)+ Y5 clp] (o
P(E]|H}) = s+l (15)

sx (k+ 1)+ Y5_c[p]

where c[j] counts the number of instances in training set with
label I whose the k nearest neighbors has exactly j instances
with label [, ¢/[j] is similar to c[j], it counts the number of
training instances unlabeled label [ but whose the k nearest
neighbors has exactly j instances with label /. And s is a
smoothing parameter which is set to be 1.

Finally, for a test instance ¢, let N (¢) represents the k nearest
neighbors of ¢ in the training set. The membership counting
vector can be calculated using C;(l) = ZaeN(t) Ya(l). And
the category vector of ¢ is obtained using the following max-
imum a posterior principle:

Ye(l) = P(H!|E!
(D) argbg}gﬁ} (H,| C,(Z))

_ I\ py gl I
= arg bg}g,}i} P(H,)P(E, ) |Hp) (16)
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In other words, if » = 1 makes P(Hé|E(l:[(1)) bigger, then
yi(l) =1, else y;(1) = 0.

E. MODEL VALIDATION AND PERFORMANCE EVALUATION
When considering the model validation method following the
4th rule in Chou’s 5-steps rule [44], in this paper, the jackknife
cross-validation method which is considered to be the most
reasonable and objective is used [64]. For a given dataset with
N instances, the principle of the jackknife test is to select one
individual in the data set as an independent test sample and
the remaining N — 1 individuals as the training set until all the
individuals in the dataset have been tested. A definite result
is obtained after jackknife test.

In multi-label classification problems, some evaluation
metrics are used for performance measurement to better
evaluate the capabilities of the multi-label classifiers. Two
evaluation metrics named overall locative accuracy (OLA)
and overall actual accuracy (OAA) which are often used in
multi-label subcellular location prediction are used in this
paper. Here we denote that M(Q;) is the predicted label of
the i-th sample and £(Q;) is the true label of the i-th sample.
The overall locative accuracy (OLA) is:

N
SR doIM@yNnL@) a7
i=1 i)l =1

and the overall actual accuracy (OAA) is:

1 N
0AA = = 3 AIM@), L)) (18)
i=1

where

1, if M(Q) = L)

19
0, otherwise (19)

A\IM@0), £ = [

The flowchart of the proposed subcellular location predic-
tion model is detailed in Figure 2. Using flowchart or graphic
approaches to study biological and medical systems can pro-
vide an intuitive vision and useful insights for helping analyze
complicated relations therein as shown by the pioneering
papers from the then Chairman of Nobel Prize Committee
Sture Forsen [65].

Step 1: Input the protein samples in Gram-positive dataset
and Gram-negative dataset, respectively. Using the proposed
feature expression methods AECA-PSSM and PSSM-DWT
to calculate features of proteins.

Step 2: Using MLDA method to reduce the dimension of
the feature vector and remove redundant information.

Step 3: Employing ML-KNN to predict the subcellular
locations of the protein samples.

Ill. EXPERIMENTAL RESULTS

In this paper, we test our method on two bacterial protein
datasets and analyze it from different aspects. First, we ana-
lyze the performance of AECA-PSSM and compare it with
traditional distance-based methods. Then, for the feature
PSSM-DWT, we use jackknife test to measure the overall
locative accuracy and overall actual accuracy corresponding
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FIGURE 2. Pipeline of the proposed method.

TABLE 3. Comparison with traditional distance-based method.

Jackknife test (%)
Gram-positive ~ Gram-negative
OLA OAA OLA OAA

CD-PSSM 6252  62.62 57.55 55.60
ED-PSSM 65.58 64.55 58.65 5747
AECA-PSSM 6539 6551 6236 59.70

Feature

to different wavelet functions and different decomposition
scales. We also discuss the selection of number of nearest
neighbors (k) for the ML-KNN classifier and the dimension
of reduction (p) for the fusion feature. It is worth noting
that, the parameters of this model are optimized based on the
Gram-positive dataset. After that, we analyze the contribution
of different feature extraction methods. Finally, we compare
our method with other existing methods.

A. PERFORMANCE OF ABSOLUTE ENTROPY
CORRELATION ANALYSIS

In this paper, we use absolute entropy correlation analy-
sis to obtain the difference between each two columns in
PSSM. Table 3 shows the comparison between our method
and two traditional distance-based methods: cosine distance
(CD-PSSM) and euclidean distance (ED-PSSM). It can be
seen that while using AECA-PSSM to obtain the informa-
tion in PSSM, better results are obtained compared with
CD-PSSM and ED-PSSM.

B. SELECTION OF WAVELET FUNCTION AND
DECOMPOSITION SCALE

Since different wavelet functions have different process-
ing power for different signals, choosing appropriate
wavelet function to process signals will obtain better fea-
ture information from the PSSM of the protein sequence.
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TABLE 4. Prediction results with different wavelet functions and different
decomposition scales on Gram-positive dataset.

Jackknife test(%)

Evaluation a5 sym3  sym7 bior2d  bio33
oA 4 614 6042 6424 6138 6310

5 6291 5927 6482 6252 6061

oAn 4 6204 G031 6416 6108 6204

5 6281 5934 6493 6204  60.69

oLA (%)
OAA (%)

aScaled
= Scales

bior24  bior33 abs sym3 7 bior2d  biord3

(b) Overall actual accuracy

(a) Overall locative accuracy

@
@
o
“
5
s
57
56
ang ym3

FIGURE 3. Prediction results of Gram-positive dataset under different
wavelet functions and decomposition scales.

In addition, different decomposition scales also affect the
analysis of protein sequences. In order to obtain a better
performance of the extracted feature to represent the protein
sequences, we test different wavelet functions and decompo-
sition scales on Gram-positive dataset to extract PSSM-DWT
feature.

It can be seen from Table 4 that different wavelet
functions and different decomposition scales affect the pre-
dicted performance of protein subcellular localization. For
the Gram-positive bacteria proteins, when the decomposi-
tion scale is 5 and wavelet function is sym7, the highest
overall locative accuracy 64.82% and overall actual accu-
racy 64.93% are obtained. In order to analyze the results of
different wavelet functions and decomposition scales more
intuitively, as is shown in Figure 3, we draw histograms
of the overall locative accuracy and overall actual accuracy
under different decomposition scales and wavelet functions.
It is worth noting that, sym7 wavelet achieves the highest
overall locative accuracy and overall actual accuracy at dif-
ferent decomposition scales. In this paper, sym7 wavelet and
5 decomposition scale are chosen.

C. SELECTION OF THE NUMBER OF NEAREST
NEIGHBORS (K) AND THE DIMENSION

OF REDUCTION (P)

The prediction results of the subcellular location are affected
by the number of nearest neighbors (k) in the ML-KNN
classifier and the dimension of reduction (p) for the fusion
feature. We test the parameter k with different values from
1 to 5 and the parameter p with different values from 1 to
L — 1 = 3 on Gram-positive dataset, and the results are
shown in Figure 4. From Figure 4, we can see that on the
Gram-positive dataset, when k changes from 1 to 5, the two
evaluation measurements (OLA and OAA) are highest when
the parameter p equals to 3. When the dimension of reduction
is 2 or 3, the OLA and OAA can be more than 97% in
all five cases of different nearest neighbors. When k = 1
and p = 3(L — 1) is selected, the highest OLA and OAA
achieved.
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FIGURE 4. The jackknife test performance changes as k increases with
fixed value of p.
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FIGURE 5. Classification results of different feature extraction methods.

D. EFFECT OF DIFFERENT FEATURE EXTRACTION
METHODS

In this paper, protein sequence information is extracted
using two feature expression methods based on evolu-
tionary information reflected in PSSM. To investigate
the performance of the two different features in pre-
dicting bacterial proteins, we test each feature using
ML-KNN (k = 1) algorithm on Gram-positive dataset and
Gram-negative dataset. Then, we combined the two features
AECA-PSSM and PSSM-DWT to form a fusion feature vec-
tor: AECA-PSSM-DWT. After that, MLDA is employed to
reduce the dimension of the feature vector as well as eliminate
redundant and irrelevant information for multi-label system.
According to the experiment above, the extracted fusion fea-
ture vector is transformed into a p = L — 1 dimensional
projection subspace. The results are listed in Figure 5.

In Figure 5, we find that the AECA-PSSM performs better
than PSSM-DWT on Gram-positive dataset, and the perfor-
mance of PSSM-DWT feature is better than AECA-PSSM
on Gram-negative dataset. On Gram-negative dataset, while
using the fusion feature AECA-PSSM-DWT, we can get a
better prediction result which reaches overall locative accu-
racy of 67.24% and overall actual accuracy of 64.37%.
On Gram-positive dataset, while using the fusion feature,
the overall locative accuracy and overall actual accuracy have
no improvement. The reason is that using the two feature
extraction methods, we can only get more information of the
proteins, but the redundant and irrelevant information in fea-
ture vectors can not be removed which may limits the classi-
fier performance. And after dimensaionality reduction using
MLDA, the prediction results are significantly improved on
the Gram-positive bacteria dataset and Gram-negative bac-
teria dataset. On Gram-positive dataset, the overall locative
accuracy achieves 99.62% and the overall actual accuracy
achievs 99.61% by MLDA algorithm. On Gram-negative
dataset, the overall locative accuracy achieves 94.30% and
the overall actual accuracy achieves 93.53% by MLDA
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TABLE 5. Comparison from different methods on gram-positive dataset by jackknife test.

Jackknife test

Location Gpos-PLoc [29]  Gpos-mPLoc [45]  iLoc-Gpos [28]  Gpos-ECC-mPLoc [31]  Gram-LocEN [30]  This paper
Cell membrane - - 96.0% 96.5% 97.7% 98.9%
Cell wall - - 66.7% 66.7% 94.4% 100%
Cytoplasm - - 95.2% 96.2% 97.1% 100%
Extracellular - - 89.4% 92.7% 95.1% 100%
OLA 72.5% 82.2% 93.1% 94.4% 96.8% 99.6%
OAA - - 92.9% 94.0% 96.3% 99.6%

TABLE 6. Comparison from different methods on gram-negative dataset by jackknife test.

Jackknife test

Location Gneg-PLoc [32]  Gneg-mPLoc [27]  iLoc-Gneg [66]  Gneg ECC-mPLoc [31]  Gram-LocEN [30]  This paper
Cell inner membrane 815% 94.3% 96.8% 95.5% 97.1% 96.8%
Cell outer membrane 54.8% 84.7% 83.1% 94.4% 89.5% 90.3%
Cytoplasm 88.3% 87.1% 89.5% 92.2% 92.4% 95.4%
Extracellular 44.4% 59.4% 86.5% 93.2% 97.0% 88.7%
Fimbrium 34.4% 87.5% 93.8% 93.8% 100% 96.9%
Flagellum 0% 0% 100% 100% 100% 100%
Nucleoid 0% 0% 50.0% 87.5% 87.5% 87.5%
Periplasm 48.3% 85.6% 89.4% 94.4% 89.4% 90.6%
OLA 71.5% 85.7% 91.4% 94.1% 95.3% 94.3%
OAA - - 89.9% 92.4% 94.5% 93.5%

dimensionality reduction. It indicates that MLDA efficiently
remove the redundant and irrelevant information and obtain
discriminative features which improve the performance of
predicting the subcellular location of bacterial proteins.

E. COMPARISON WITH OTHER EXITING PREDICTION
METHODS

Finally, we compare our proposed method with other exiting
GO based methods for predicting the subcellular locations
of bacterial proteins to investigate the performance of our
method. The prediction results are listed in Table 5 and
Table 6.

As shown in Table 5, in terms of predicting the subcel-
lular location of Gram-positive bacterial protein, our pro-
posed method achieves 99.6% overall actual accuracy and
99.6% overall locative accuracy, which is better than other
mentioned predictors. Specifically, The OLA of the pro-
posed method for the Gram-positive bacterial dataset is
2.8%—27.1% higher than other methods and the OAA of the
proposed method is 6.7%, 5.6%, 3.3% better than iLoc-Gpos,
Gpos-ECC-mPLoc and Gram-LocEN, respectively.

As shown in Table 6, for Gram-negative dataset, our
method achieves 94.3% overall locative accuracy and 93.5%
overall actual accuracy which performs better than the
first four predictors. The OLA of Gram-negative dataset is
0.2%-22.8% higher than the first four methods and the OAA
15 3.6%, 1.1% higher than iLoc-Gneg and Gneg-ECC-mPLoc,
respectively. Compared with Gram-LocEN, the OLA of our
method is 1% lower and the OAA is 1% lower. But in this
paper, the dimension of the feature vector in Gram-negative
dataset is only 7 and the results are acceptable.

We also list three other measurements in Table 7 which are
used in [33], [46] to evaluate the performance of our method.
The average precision is the high the better while coverage
and ranking loss are the lower the better.

In order to further explore the universality of our proposed
method in the field of predicting the subcellular location of

VOLUME 8, 2020

TABLE 7. Results of average precision, coverage and ranking loss.

Jackknife test

Dataset — .
average precisionT  coverage |  ranking loss ]
Gram-positive 0.9990 0.0154 0.0019
Gram-negative 0.9705 0.1695 0.0159
TABLE 8. Results on virus dataset.
OLA OAA average coverage ranking
precision loss
AD-SVM [67]  96.0%  93.2% - - -
Javed et al. [46] - 94.7% 0.88 0.514 0.065
This paper 98.8%  97.1% 0.9964 0.2319 0.0024

protein, we test it on the Virus protein dataset. The Virus
dataset contains proteins located in six subcellular locations.
The details of the Virus protein dataset are shown in [23]. For
the Virus dataset, we also directly used optimized parame-
ters obtained from the Gram-positive dataset: sym7 wavelet,
Sscales,k = landp =L — 1 (p = 5). We can find that the
overall actual accuracy can reach 97.1% in Virus dataset. The
prediction results on the Virus dataset are also satisfactory.

IV. CONCLUSION

In this paper, we proposed a novel method based on evolution-
ary information and multi-label linear discriminant analysis
to predict the subcellular location of bacterial proteins via
Chou’s 5-steps rule. We extract two novel features based on
the evolutionary information embedded in PSSM, namely
AECA-PSSM and PSSM-DWT. Through the two feature
extraction methods, effective evolutionary information about
the protein sequence is obtained from PSSM. After fusing the
two features, MLDA is applied to reduce the dimension and
complexity of the fusion feature by mapping the fusion fea-
ture vector into a lower feature space. And ML-KNN is used
to solve the multi-label problem for predicting the subcellular
location of multi-site bacterial proteins. It can be concluded
that the proposed method is rational and feasible to predict
the subcellular location of multi-site Gram-positive bacterial
proteins and Gram-negative bacterial proteins. We also test
our method on Virus dataset and obtain satisfactory results.
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According to rule 5 of Chou’s 5-steps rule [44] and a
series of recent publications [68]-[70] in demonstrating new
findings or approaches, user-friendly and publicly accessi-
ble web-servers will significantly enhance their impacts on
medical science [42] and driving medicinal chemistry into an
unprecedented revolution [47]. We shall make efforts in our
future work to provide a web-server for our proposed method.
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