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ABSTRACT Human facial expression is the core carrier of feedback. Facial expression recognition(FER)
has been introduced into mickle fields, such as auxiliary medical care, safe driving, marketing assistance,
distance education. However, in the real production process, facial expression image samples collected in
different scenarios have problems such as complex backgrounds, which causes the FER model to train
very slowly, low recognition rate, and insufficient generalization, so it cannot meet the actual production
requirements. As the originator of the clustering algorithm, fuzzy C-means clustering(FCM) algorithm
has stable performance and good results. It is applied to the convolutional layer of a convolutional neural
network(CNN) to obtain a convolution kernel with an initial value, so as to extract the expression image
features in the training set and the test set. This can solve the problem of random initialization of the
convolution kernel. Based on the CNN, this paper introduces FCM to optimize the feature extraction (FE)
capability of the model, and proposes a novel FER algorithm using an improved CNN(F-CNN). Because
traditional CNN has problems such as irrational layer settings and too many parameters. The proposed F-
CNN first adjusts the CNN network structure to improve the nonlinear expression ability of CNN. Then,
replace the Softmax classifier that comes with CNN with a support vector machine (SVM) to improve the
model’s classification ability. The comparison experiments with other models show that the improved model
improve the FER rate. The introduced FCM algorithm can effectively improve the model’s FE performance
and shorten the time of F-CNN during training. On the whole, F-CNN has reference value.

INDEX TERMS Facial expression recognition, convolutional neural network, fuzzy C-means clustering,
support vector machine, intelligent processing.

I. INTRODUCTION
Facial expressions, as the most intuitive reaction in the human
heart, are an integral part of the smooth communication
process. Humans can obtain the facial expressions of others
through vision, and understand the inner states of others
through the analysis of human brain, so as to achieve the pur-
pose of communication between people. With the prosperity
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of scientific research, especially the gradual living of artificial
intelligence [1]–[5] in recent years, people’s demand for
the intelligence of machines has also increased day by day.
Humans hope that machines can recognize facial expressions
relatively accurately, so as to complete the communica-
tion between humans and machines, not limited to human-
to-human communication. With the gradual strengthening
of network and computer hardware technology, massive
video image data can be better stored, transmitted, and pro-
cessed, which also provides convenience for the development

57606 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-1604-1459
https://orcid.org/0000-0002-1311-2170
https://orcid.org/0000-0001-5682-9879
https://orcid.org/0000-0001-6861-9684


M. Shi et al.: Novel Facial Expression Intelligent Recognition Method Using Improved CNN

of FER. One of the benefits of rapid technology development
is that it can better facilitate people’s work and life, and FER
technology can be better applied in the following fields.

A. SAFE DRIVING MONITORING
According to the survey, in recent years, the number of motor
vehicles in China has increased year by year, and traffic
accidents have remained high. The number of deaths is as
high as 50,000 to 60,000 person-times per year. The main
reason for traffic accidents is the behavior of non-compliance
with traffic rules, such as: drunk Driving, fatigue driving, etc.
By installing camera equipment in the vehicle, the driver’s
face is monitored in real time, and when a dangerous driving
behavior is detected, a warning message is issued to remind
the driver to ensure their personal and property safety [6].

B. MEDICAL SERVICES
FER can help patients with autism recover [7], [8]. In gen-
eral, people with autism have difficulty understanding other
people’s thoughts and feelings through their facial expres-
sions, and often show their reluctance to interact with others.
Through real-time FER for autistic patients, understand the
heart of autistic patients. Coupled with targeted conversation
skills, it can effectively help autistic patients recover.

C. MARKETING ASSISTANCE
The most intuitive expression of people’s likes and dislikes
about something is the expression. If it is applied in a store,
the owner analyzes the customer’s expression through the
FER system, and can judge the customer’s degree of love
for the product. Coupled with appropriate sales techniques,
it will greatly increase the sales rate of the product. On the
other hand, by capturing people’s expressions when watching
advertisements, it is possible to accurately detect the effect of
advertising, and provide a reliable basis for accurate advertis-
ing marketing.

D. DISTANCE EDUCATION
In the context of the Internet, distance education [9] came
into being. As a learning and teaching method that spans
time and space, distance education is very popular among
learners. Its advantage is that learners and educators can
realize teaching anytime and anywhere through the Internet
without being limited by space. However, this new type of
online education method also has obvious shortcomings. For
example, teachers and learners cannot achieve face-to-face
communication, and teachers cannot grasp the knowledge
of learners based on the expressions of student feedback.
Based on this, FER technology has a wide range of appli-
cations in the distance education industry. Teachers obtained
students’ psychological state at this time in line with the
expressions of students fed back by the expression recogni-
tion system, and adjust the rhythm of their classrooms accord-
ing to the state of students, so as to obtain better teaching
results.

E. GAMES
Video games [10] as a cultural event, are gradually changing
the games’ definition. Computer-based video games are dif-
ficult to interact with players, so they can’t understand player
feedback about the game. Apply FER technology to the inter-
active field of the game, analyze the player’s expression in
real time, and make corresponding adjustments to the game
according to the expression. Therefore, the introduction of
FER technology to video games industry can improve the
interactive and entertaining aspects of the game.

In addition to the applications in these fields, FER
has emerged in many other fields. It is a trend to intro-
duce face recognition technology based on the Internet of
Things [11]–[17]. The urgent needs of many fields have
played a good role in promoting the improvement of its
theoretical research. With the continuous development of
this technology, we should take its essence and continue to
innovate, make further research on FER, and better serve the
society.

In the early 19th century, some scholars began to devote
themselves to the FER field. The origin of this study was that
British biologist Darwin pointed out in his research [18] that
there is a correlation between human and animal expressions.
In 1971, psychologist Ekman and his research partner Ekman
and Friesen [19] made an in-depth study of the relationship
between facial muscle movements and different expressions,
and proposed the Facial Action Coding System. Prior to this,
FER has always belonged to the psychology’ field. Until
1978, Suwa [20] and others first applied FER to computer
image processing. Its core purpose is to realize automatic
FER. In 1991, Mase and Pentland [21] first introduced the
optical flow method for FER. By extracting optical flow val-
ues as expression features, FER is realized. This method has
laid a good foundation for the automatic FER technology’s
development.

The simultaneous advancement of science and technol-
ogy and academic research, the current FER technology has
become more mature. Wu et al. [22] introduced Gabor fil-
ters into FER systems, and compared and analyzed Gabor
spatial energy filters and Gabor motion energy filters. The
experimental results show that the Gabor motion energy fil-
ter is better at extracting expression features and can also
achieve a higher expression recognition rate, but the disad-
vantage is that the implementation of the algorithm is too
complicated. Luo et al. [23] proposed an FER algorithm
using improved Principal Component Analysis. The local
gray features extracted by the local binary mode are used
to help the global gray FE of FER. Finally, SVM was used
for classification. Simulation experiments demonstrate that
the method is effective in classifying different expressions.
Shin et al. [24] constructed a new FER algorithm, which
trains 20 different CNNmodels to find a model structure with
relatively strong recognition ability. The experimental results
show that a simple convolutional layer with a histogram
equalized image as input and a structural unit composed
of a downsampling layer are relatively most effective, but
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the recognition rate still needs to be improved. The above
are some representative studies. In addition, many scholars
have proposed different methods to contribute to the field of
FER [25]–[33].

FER technology hasmany applications in real life. In 2000,
the MIT Media Lab at MIT developed a robot called Kismet,
which recognizes facial expressions andmimics human facial
emotions. In 2009, Waseda University in Japan developed an
expression robot called KOBIAN, which can interact with
humans using 7 expressions. In 2012, during the 57th pres-
idential election in the United States, Affectiva used Affdex
technology to detect the facial expressions of more than
200 voters while watching the debate between Obama and
Romney, and predicted the results of voters with 73% accu-
racy. In 2015, Italian designer Simone Rebaudengo and his
companion Paul Adams designed a haze-proof mask called
Unmask. This mask can convey people’s facial expressions,
such as smile, pain, surprise, etc. through an externally con-
nected LEDmatrix screen. In 2017, Apple introduced its new
phone, the iPhone X. One of the new features is that users can
create their favorite 3D Animojis through Face ID and can
send them via iMessage.

The above research is carried out from various aspects of
FER. To improve the FER’s rate and shorten the training
time of recognition models, a new recognition method is
given, which uses improved CNN combined with classic
FCM algorithm for FER. The specific work is summarized as
follows:

(1) This study improved CNNs. Replace the Softmax
classifier that comes with the metamodel with the SVM
to ameliorate the classification performance. Comparative
Experiments verify that the F-CNN model can upgrade the
expression recognition rate to a certain extent.

(2) Because the samples collected in the actual application
scene have complex backgrounds, the training speed of the
model is very slow. This paper introduces the classic FCM
algorithm and proposes a FER algorithm with the combina-
tion of FCM clustering ideas and CNN. FCM acts on the
convolutional layer of CNN, so as to obtain the convolution
kernel with initial value to extract the expression image fea-
tures in the training and test sets. Simulation experiments
show that the proposed algorithm increases the FE capability
and reduces the training time of the model.

II. RELATED KNOWLEDGE
A. FER FRAMEWORK
The FER flowchart is shown in Figure 1.

1) FACE IMAGE DATA SET
The face image can be acquired in real time by the camera
equipment. After illumination compensation and geometric
normalization, face images are stored in the database in
the form of still images or dynamic images. Facial expres-
sion database is the basic condition for research on FER.
At present, the facial expression databases commonly used at

FIGURE 1. Identification framework.

home and abroad are: JAFFE dataset [34], Fer2013 dataset
[35], Cohn-Kanade dataset and CK + dataset [36], [37],
RAF2017 dataset [38] And other data sets [39]–[41].

2) DATA PREPROCESSING
For extracting high-quality features, it is best to discard
unnecessary information in the original image when perform-
ing FE operations. Preprocessing of face images is necessary.
Face expression image preprocessing mainly includes face
cutting and image normalization. Because facial expression
images may be collected with some other background infor-
mation, which is not conducive to highlighting the expres-
sion features, it needs to be cut. The methods of removing
background can be divided into two categories: coarsening
and refinement. Rough background cutting uses the face
recognition algorithm to identify the face area in the picture
and remove the rest. The expression pictures obtained in this
way often have a small amount of background information.
Adaboost algorithm [42] can remove most facial features
such as hair, neck, and background after processing facial
images, and reduce some interference information. A more
elaborate approach is to recognize the contour of the face
through the active appearance model ASM algorithm [43]
and intercept the face area by the contour. Because different
people have different facial contour ranges and different ways
of collecting images, the face image sizes obtained are differ-
ent. In order to reduce the problems of uneven illumination
and inconsistent image size, it is necessary to perform oper-
ations such as illumination normalization, grayscale normal-
ization, and scale normalization on facial expression images.
Black et al. gave a model of illumination changes, which
solved the problem that Gabor wavelets could not effectively
deal with local brightening of faces [44].
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FIGURE 2. Basic classification of FE methods in expression recognition.

3) FEATURE EXTRACTION
The quality of FE of facial expression images determines the
final effect of FER. Therefore, FE based on facial expressions
has attracted many scholars’ research interests, and many
good FE algorithms have emerged. The current FE algorithms
are roughly divided into two parts: FE based on the face area
and FE based on the overall image. The classification frame-
work and representative algorithms are shown in Figure 2.

The FE algorithm in the face area mainly considers the
mapping relationship between the biological features of the
face area and expression recognition. The method can be
divided into 3 categories, namely texture-based, geometric-
based andmodel-based FEmethods. Typical texture FEmeth-
ods include Gabor filters [45], Local Binary Patterns [46],
Local Gabor Binary Patterns [47], Direction Gradient His-
togram [48], and scale-independent Variable Feature Trans-
form [49]. Typical geometric FE algorithms are Active
AppearanceModel [50] andActive ShapeModel [43]. It turns
out that the algorithm based on the face area is also flawed,
and the accuracy of expression recognition cannot be guar-
anteed by using alone. The overall image-based algorithm
considers the entire picture as a whole and analyzes the
picture using a universal feature algorithm. The most typical
are Deep CNNs (DCNN) [51]–[53].

4) CLASSIFIER
The expression classification problem is a classic multi-
classification problem, and a variety of classifier models
can be used for expression classification. In recent years,
common expression feature classification algorithms include
Bayesian classification, hidden Markov model algorithm,
Softmax, random forest, nearest neighbor method, and SVM
algorithm. The main feature classification methods are clas-
sified into distance-based methods [54]–[56] and Bayesian
network-based methods [57]–[60] and neural network
methods [61]–[64].

FIGURE 3. Schematic diagram of the CNN structure.

B. CONVOLUTIONAL NEURAL NETWORK
In 1958, Nobel Laureates in Physiology and Medicine Hubel
and Wiesel [65] first proposed the concept of visual cortical
neurons in cat visual cortex experiments, and made important
contributions to the development of visual neural networks.
In 1980, Japanese scientist Kunihiko Fukushima andNeocog-
nitron [66] proposed a neural network cognitive model on the
basis of his predecessors, which laid a solid foundation for
the subsequent development of CNN. In 1995, LeCun and
Bengio [67] proposed the concept of CNNs and successfully
applied it to handwritten digit recognition. The CNN does not
need artificial adjustment parameters, and can automatically
realize the connection from input to output.

CNNs generally consist of an input layer, a convolutional
layer, a downsampling layer, a fully connected layer, and an
output layer. The input layer can input unprocessed raw image
data, and the parameter adjustment of the entire network
structure is mainly realized by the forward propagation algo-
rithm and the backward propagation algorithm. The structure
of the CNN is shown in Figure 3.

After the input image is processed by the convolutional
layer, the downsampling layer, and the fully connected layer,
the classification result is finally output by the softmax clas-
sification layer. As shown in Figure 3, the convolutional
layer (C1, C2) and the downsampling layer (S1, S2) usually
appear in pairs. Figure 3 shows only two sets of processing
units for the convolutional layer and the downsampling layer.
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And in the actual situation can be adjusted according to
different graphic data. The input original image data and
n convolutional layers are convolved. After the convolution
processing, n feature maps will be obtained, and then the
feature maps are input to the down-sampling layer for dimen-
sionality reduction and other processing. All neurons in the
fully connected layer, the downsampling layer and the output
layer will be connected and the classification results will be
output in the output layer.

As a kind of deep feed-forward neural network, the CNN
has artificial neurons connected to each other as its basic
structural unit. When the neuron is activated, it transmits
signals to other neurons. The learning process of CNNs can
be divided into two processes: feedforward neural networks
and back propagation. The feedforward neural network algo-
rithm calculates the raw data of the input layer layer by
layer to obtain the output data, and compares the actual
output data with the expected data to get the error. In the
back-propagation algorithm, the parameters of the model are
adjusted backwards based on the obtained error, and itera-
tively repeated until the objective function approaches a value
within a range.

III. IMPROVED CONVOLUTIONAL NEURAL NETWORK
The selection of network model parameter initialization
method is very important in a network training process. It not
only affects the network’s convergence ability, but also affects
the network’s convergence speed. Due to the lack of trans-
parency in the middle layer of traditional CNNs, the convolu-
tion kernel is generally initialized by random methods during
the FE stage. This makes it easy for CNN models to suffer
from long model training time and insufficient nonlinear
expression capabilities.

This study uses the FCM algorithm to train the data in the
JAFFE database to obtain the convolution kernel. Extract the
face patches of all the images and get a set of clustering cen-
ters through FCM. Then delete and subtract more convolution
kernels through the convolution kernel, and finally obtain the
volume needed for CNN Accumulate the initial value. The
execution steps are as follows.

(1) Since the initial image is a complete facial image with
a size of 256 ∗ 256, the Haar-like algorithm needs to be used
to find the facial area in the image before FCM clustering;

(2) Crop and normalize the image to obtain a size of
48 × 48 pixels, and randomly extract a patch of t ∗ t size
from it, with a step size of 1, as shown in Expression 1.

Xi =
[
xi,1, xi,2, . . . , xi,m∗n

]
∈ Rk∗k∗mn (1)

(3) Among them, the value of t depends on the size
of the convolution kernel of each layer. The parameters
m = 48-t + 1 and n = 48-t + 1 can be obtained by
calculation;

(4) Subtract the average of all the small patches on all faces
to obtain Expression 2;

X̄i =
[
x̄i,1, x̄i,2, . . . , x̄i,m∗n

]
∈ Rk∗k∗mn (2)

FIGURE 4. F-CNN algorithm framework.

(5) The FCM clustering method is used to cluster the face
patches in the dataset into K clusters. Deduplication is per-
formed to obtain a convolution kernel that can be input into
the CNN.

This paper uses FCM to train a certain number of clus-
ter centers as the convolution kernel’s initial value in CNN
model convolution layer. SVM is applied to make up for the
shortcomings of the random initial convolution value of the
CNNand the shortcomings ofweak FE capability. The overall
structure of the F-CNN algorithm is shown in Figure 4.

The steps of F-CNN to recognize facial expressions are as
follows
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IV. EXPERIMENT DESIGN AND DISCUSSION
Two sets of experiments are performed in this section. The
first group of experiments verified that the proposed algo-
rithm compared with the traditional CNN algorithm’s clas-
sification accuracy and training time, and the experimental
data is Fer-2013; The purpose of another set of experi-
ments is to evaluate the recognition rate of F-CNN under
complex backgrounds. The experimental data is obtained
by mixing a part of each of the two data sets Fer-2013
and LFW.

A. ANALYSIS EXPERIMENT OF RECOGNITION
ACCURACY AND TRAINING TIME
To analyze whether the F-CNN algorithm has improved
recognition accuracy and training time compared to CNN.
The data set was selected from the Fer-2013 database.
To select the most objective experimental data, 5 fold cross
validation was used in the experiment. The 35,886 samples
in the database were evenly divided into five. Four of them
were selected as the training sample set, and the remaining
one was used as the test sample set. The experiment was
repeated 5 times and the average value was taken as the final
experimental data. It should be noted that both the training set
and test set each contain 7 expressions such as sadness, anger
and happiness.

Figure 5 plots the relationship between iterations and
Accuracy of the two models on the training set.

The experimental results in the figure are run on the train-
ing data set. The information in the figure shows that both
models can complete convergence after a certain number of
iterations. A total of 28,708 samples were selected in the
training set, and 48 samples were processed each time, so it
took 598 times to complete all the samples in the sample
set. In the experiment, training 60 generations on the training

FIGURE 5. Comparison of the relationship between iterations and
Accuracy of the two models on the training set.

set is equivalent to 30,000 iterations. The message conveyed
in Figure 5 is:

(1) On the training set, the classification accuracy curves
of the two models of F-CNN and CNN tend to be flat, which
shows that both models can converge. When they started
to converge, the recognition accuracy obtained by F-CNN
was 83.86% and that of CNN was 76.95%. The difference
between the recognition rates of the twomodels is 7%. So this
can verify that the proposed F-CNN algorithm can indeed
improve the FER rate.

(2) The F-CNN model started to converge after iterating
to 12,000 times. After 139,00 iterations, the CNN started
to converge. By comparing the number of iterations of the
two models, it can be concluded that the F-CNN model can
converge faster.

Table 1 is the comparison of F-CNN and CNN on the test
set and training set. Note that the training time of the training
set and test time of the test set described in Table 1 refer to
the time-consuming process of processing a batch of images.
Here, a batch of images refers to 48 images.

TABLE 1. F-CNN and CNN training time.

Enlightenment from the data in Table 1:
The advantage of the F-CNNmodel over the CNNmodel is

that the initialization of the convolution kernel in F-CNN uses
the FCM algorithm to complete, and uses the SVM classifier
for classification. Because SVM has no obvious advantage in
algorithm complexity over Softmax classifier, the impact of
SVM classifier on model training time can be ignored. As can
be seen from the table 1, Compared with the CNN model,
the F-CNN model takes less time in both cases in Table 1.

VOLUME 8, 2020 57611



M. Shi et al.: Novel Facial Expression Intelligent Recognition Method Using Improved CNN

FIGURE 6. Part of the facial expression image of the LFW dataset.

Thence, the introduction of FCM on the basis of CNN has a
certain effect on shortening the training time of the model.

B. ROBUSTNESS VERIFICATION EXPERIMENT
This group of experiments aims to evaluate the recognition
effect of F-CNN on facial expression images with com-
plex backgrounds. Since the complex background has been
removed from the images in the Fer-2013 database, it is
not suitable for the data of this experiment. This set of
experimental data is a mixture of the Labeled Faces in the
wild (LFW) dataset and the Fer-2013 dataset. Among them,
the LFW dataset contains 14,000 face images. The LFW
dataset is an image with a complex background collected
from the network. Partial expression images of the database
are shown in Figure 6. Since this set of experiments aims to
verify the recognition performance of F-CNN for images with
complex backgrounds, that is, whether the model is robust.
This experiment did not perform the face image cropping
process, but retained the background of the original face
image to a certain extent.

In order to verify that F-CNN is more robust than CNN in
FER in complex backgrounds, this experiment is designed as
two links. In the first link, first 3000 images of each expres-
sion were randomly selected from the Fer-2013 database,
for a total of 21,000 images. Then it is combined with

FIGURE 7. Recognition rate of each model under complex background.

14,000 images randomly selected in the LFW data set to
construct a training set with a sample size of 35,000. Link 2
is to randomly select 27,000 pictures in the mixed data set as
the training set and the remaining 8,000 pictures as the test
set. The above algorithm obtains the FER rate under differ-
ent test sets with different iterations. Figure 7 describes the
recognition rate of each algorithm in a complex background.

From what is shown in Figure 7, it can be seen that both
models reach a convergence state after iterating to a cer-
tain degree. The data set used in this experiment is the test
set, the following conclusions can be obtained by analyzing
Figure 7.

(1) Figure 7 shows that the proposed model begins to con-
verge after 30 generations of training. After 36 generations,
CNN began to converge. F-CNN has the same number of
neural network layers as CNN, but F-CNN has a stronger
FE capability. Moreover, F-CNN recognizes images with
complex backgrounds and converges faster.

(2) The proposed F-CNN model has a lower recogni-
tion rate for data with complex backgrounds than standard
datasets, such as the Fer-2013 dataset. However, compared
with CNN, both iteration speed and recognition accuracy
show that F-CNN still has certain advantages.

V. CONCLUSION
Although the CNN algorithm has successful application
examples in the FER field, CNN has some obvious disad-
vantages, such as low model recognition rate in non-simple
backgrounds, and model training takes more time. Based on
this, this paper proposes a FER algorithm based on the com-
bination of FCM clustering algorithm and CNN. The FCM
algorithm is applied to the convolutional layer of the CNN to
obtain a convolution kernel with an initial value to extract the
expression image features in the training set and the test set.
It is expected to increase the FE capability of the model and
reduce model training time. From the results of simulation
experiments, the F-CNN algorithm proposed in this paper can
increase the recognition rate of facial expressions in complex
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backgrounds to varying degrees, and can reduce the conver-
gence time required to train CNNmodels. Although the algo-
rithm in this paper has made good progress in processing FER
in non-simple backgrounds, in reality, many collected images
are multi-face images. So how to increase the recognition rate
of facial expressions and ensure the robustness of the model
in the case of non-simple backgrounds and multiple faces still
needs further research.
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