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ABSTRACT Mobile edge computing (MEC) enhanced satellite based internet of things (SAT-IoT) is an
important complement for terrestrial networks based IoT, especially for the remote and depopulated areas.
For MEC enhanced SAT-IoT networks with multiple satellites and multiple satellite gateways, the coupled
user association, offloading decision, computing and communication resource allocation should be jointly
optimized to minimize the latency and energy cost. In this paper, the latency and energy optimization
for MEC enhanced SAT-IoT networks are formulated as a dynamic mixed-integer programming problem,
which is hard to obtain the optimal solutions. To tackle this problem, we decompose the complex problem
into two sub-problems. The first one is computing and communication resource allocation with fixed user
association and offloading decision, and the second one is joint user association and offloading with optimal
resource allocation. For the sub-problem of resource allocation, the optimal solution is proven to be obtained
based on Lagrange multiplier method. And then, the second sub-problem is further formulated as a Markov
decision process (MDP), and a joint user association and offloading decision with optimal resource allocation
(JUAOD-ORA) is proposed based on deep reinforcement learning (DRL). Simulation results show that the
proposed approach can achieve better long-term reward in terms of latency and energy cost.

INDEX TERMS Latency and energy optimization, MEC, SAT-IoT, deep reinforcement learning.

I. INTRODUCTION
Internet of things (IoT) plays an important role in future
intelligent networks. To provide reliable connection and
high-quality service for massive devices in IoT, the fifth
generation (5G) wireless networks treat massive connection
as an indispensable component and devote many efforts to
make it satisfy the requirements of tremendous emerging ser-
vices [1]. For the conceiving sixth generation (6G) wireless
networks, techniques utilized to support IoT services will still
be highlighted [2]. However, most of existing techniques for
IoT are based on the terrestrial networks, such as long range
(LoRa), narrow band IoT (NB-IoT), etc. These terrestrial net-
works can work well with complementary telecommunica-
tion infrastructures. However, they may not work effectively
for the remote areas, such as sea and depopulated areas.

To provide seamless coverage and continuous services,
satellite has become an important component for networks
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beyond 5G (B5G) or 6G [3]. Specially, satellites can support
massive IoT devices geo-distributed widely, and they can also
provide high-efficient backhaul links for terrestrial network
based IoT [4]. In [5], Sanctis et al. describe satellite based
internet of things (SAT-IoT) and further discuss several issues
for SAT-IoT, such as quality of service (QoS) management,
network interoperability etc. In [6], heterogenous space and
terrestrial integrated networks for IoT is given and analyzed
with several research challenges. The typical IoT applications
and services in space information networks are given in [7],
and four types of traffic are classified according to the delay
tolerance. In [8], the internet of space things is introduced
with software defined networking (SDN) and network func-
tion virtualization (NFV). Low earth orbit (LEO) satellite
constellation is proposed for IoT in [9], and the comparison
between SAT-IoT and terrestrial networks based IoT is also
provided. In [10], small satellites are combined to form a
freely-drifting swarm for IoT in the Arctic areas.

With the development and deployment of SAT-IoT
networks, data processing and resource management for
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SAT-IoT has become an important and challenging issue
that needs to be paid more attentions. Meanwhile, tradi-
tional satellite networks with few gateways cannot cope with
the situation of massive data transmission and processing
effectively. Mobile edge computing (MEC) enhanced satel-
lite networks are emerging to improve QoS of high-speed
satellite-terrestrial networks [11]. In MEC enhanced satellite
networks, caching and computing resource can work col-
laboratively with communication resource to reduce latency
and save energy, as well as provide reliable service with
improved users experience. Since IoT devices are usually low
power equipments with limited communication and comput-
ing resource, offloading the data generated by IoT devices to
the satellites or gateways for further processing is a promising
choice and a widely adopted solution for on-orbit or planning
satellite systems [12]. However, the MEC enhanced SAT-IoT
will make the resource management more complicate, and
several issues such as user association, offloading decision,
computing and communication resource allocation should
be considered cooperatively to improve the network energy
efficiency and reduce latency.

A. RELATED WORK
Radio resource allocation for the forward links of multibeam
satellite networks is analyzed in [13] with flexible satellite
payload. In [14], integrated satellite-ground industrial IoT is
proposed and beam power is optimized with non-orthogonal
multiple access (NOMA) to match the required transmission
rate. Joint beamforming design and resource allocation for
terrestrial-satellite cooperative systems is investigated in [15].
Deep learning based long-term power allocation is analyzed
in [16] for NOMA downlink in SAT-IoT networks. However,
these literatures mainly focus on the management of com-
munication resource, whilst the joint computing and commu-
nication resource management, which will affect the latency
andQoS in SAT-IoT networks, is not taken into consideration.

Joint computing and communication resource manage-
ment has been mainly studied for terrestrial networks. MEC
is investigated in detail from the communication perspective
in [17]. Hassan et al. analyze the role of edge computing
in IoT [18]. Liao et al. propose a learning-based resource
allocation for edge computing enhanced industrial IoT [19].
Cui et al. study the tradeoff between the energy consumption
and latency for MEC based IoT networks in [20], and a con-
strained multi-objective optimization problem is formulated
and solved by the non-dominated sorting genetic algorithm.
Cao et al. consider a three-node MEC system with partial
and binary offloading models [21], and a joint computing and
communication scheme is proposed to improve the energy
efficiency of the nodes. Zhou et al. analyze the vehicular fog
computing in [22] with information asymmetry and informa-
tion uncertainty. Ning et al. construct a three-layer offloading
framework for intelligent internet of vehicles to minimize the
overall energy consumption via deep reinforcement learn-
ing (DRL) [23]. However, all of the above works do not
consider the effects of user association, while the number

of IoT devices is usually larger than that of access points.
The admission control, computational resource allocation
and power control are jointly optimized for MEC enhanced
IoT networks in [24], the joint computation offloading and
user association for multi-tasks MEC systems is investigated
in [25] to minimize overall energy consumption. However, all
of the above literatures mainly focus on terrestrial networks
based IoT, and the backhaul links from the base stations or
access points to the central units are assumed to be ideal with
fiber connection. While for the SAT-IoT networks, the fast-
moving LEO satellites will make the channel change quickly.
Moreover, the power available for the satellites is very lim-
ited, and the links from the IoT devices to the satellites and
satellites to the gateways are both wireless links, which are
quite different from the terrestrial networks based IoT.

The mobility of caching, computing and communica-
tion resource is analyzed in [26], and an optimal resource
mobility utilization strategy is devised. Huang et al. ana-
lyze the problem of collecting data from IoT gateways
through LEO satellite under time-varying uplinks in an
energy-efficient way [27], and the energy consumption
is minimized based on Lyapunov optimization. However,
the offloading decision and computing resource allocation
are not taken into consideration. The delay and power con-
sumption for terrestrial-satellite systems are modeled and
analyzed in [28] with joint computing and communication
allocation, and the joint optimization problem is solved by
using dual decomposition method. Wang et al. conduct a
computation offloading game framework for MEC enhanced
satellite networks with considering the intermittent commu-
nication caused by satellite orbiting, and the response time
and energy consumption of the tasks are optimized with the
Nash equilibrium [29]. In [30], Cheng et al. design a space-
air-ground integrated network (SAGIN) architecture, where
flying unmanned aerial vehicles (UAVs) act as edge servers
and can connect to the cloud servers via satellites. A pol-
icy gradient-based actor-critic learning algorithm, which
can achieve near-optimal performance with low complexity,
is proposed to make the offloading decision, and a heuristic
algorithm is adopted to allocate computation resources for
tasks. However, the existing works ignore the joint opti-
mization of user association, offloading decision, computing
and communication resource allocation for MEC enhanced
SAT-IoT networks.

B. AIMS AND SCOPE
In this paper, we focus on the MEC enhanced SAT-IoT net-
works with multiple satellites and multiple satellite gateways.
More specifically, satellite gateways serve as distributed
clouds, which can provide abundant computing resources.
Satellites act as edge computing nodes and provide access
to satellite gateways for IoT devices. Since the satellites are
power limited, and the on-board computing and communi-
cation resource are scarce, joint user association, offloading
decision, computing and communication resource allocation
are investigated to reduce the service latency and power
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consumption of satellites. Obviously, the joint optimization
problem will be affected by several factors coupled with
each others, and it is hard to obtain the optimal solutions
with existing methods or standalone optimization. Therefore,
we decompose the complex problem into two sub-problems,
which are computing and communication resource allocation
with fixed user association and offloading decision, as well as
joint user association and offloading with optimal resource
allocation. To achieve long-term reward in terms of latency
and power consumption, Lagrange multiplier method and
deep Q-Network (DQN) are utilized collaboratively to tackle
the two sub-problems. The main contributions of this paper
can be summarized as follows:

• We present a framework for latency and energy opti-
mization inMEC enhanced SAT-IoT networks withmul-
tiple satellites andmultiple satellite gateways. Unlike the
existing methods, user association, offloading decision,
computing and communication resource allocation are
jointly investigated by decomposing the complex prob-
lem into two related sub-problems.

• For the computing and communication resource alloca-
tion with fixed user association and offloading decision,
the optimal solution can be obtained by using Lagrange
multiplier method. While for the joint user association
and offloading decision sub-problem, we formulate it
as a Markov decision process (MDP) with large state
and action space, and DQN is adopted to maximize
the long-term reward in terms of latency and power
consumption.

• The performance of the proposed DRL-based joint
user association and offloading decision with opti-
mal resource allocation (JUAOD-ORA) approach is
evaluated through extensive simulation and compared
with reference schemes. Simulation results illustrate the
effectiveness of the proposed approach.

The rest of this paper is organized as follows. In Section II,
we present the latency and energy cost model and formulate
the optimization problem. In Section III, the optimal resource
allocation with fixed user association and offloading decision
is shown in subsection A, and then the joint user association
and offloading decision with optimal resource allocation is
presented with DRL-based method in the following subsec-
tion. Section IV presents the simulation results and evaluates
the proposed approach. Section V concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION
Fig. 1 shows a typical scenario of MEC enhanced SAT-IoT
networks with multiple satellites and multiple gateways. It is
assumed that each IoT terminal can access one satellite at
most, but each satellite can set up multiple links between
one satellite and gateways for the large onboard antennas
and geographical separated gateways. IoT terminals in this
paper are assumed to be sink nodes that can aggregate data
from their surrounding sensors. Since the sink nodes can only
have local information, they need to forward the aggregated

FIGURE 1. MEC enhanced SAT-IoT networks.

data to satellites or satellite gateways for further information
processing or extraction. Thus, the aggregated data collected
and post-processed by each IoT terminal is packed as a task
that waits to be transmitted and handled. Every IoT terminal
has one task that needs to be handled, and the total number of
tasks is assumed to be K . Moreover, every task is assumed to
be offloaded to the satellites or the satellite gateways without
local processing, and the processing results will be sent back
to IoT terminals. Although some IoT terminals may have the
ability to handle tasks locally, we focus on the aggregated
services [4] that need to be handled remotely, and our method
can be extended to the situations with local processing easily.
If the task is offloaded to the gateways with high computation
capacity, the processing latencywill be low, but it suffers from
large propagation and transmission latency.While for the case
of task processing at the satellites, the scarce computation and
energy resources will bring large processing latency.

Moreover, the tasks will be scheduled slot by slot. At each
time slot, several tasks will be selected to be offloaded to
satellites or gateways with orthogonal resource. Once a task
k being scheduled, its allocated resource may last for several
time slots till the IoT terminals receive the feedbacks from
satellites or gateways. This resource allocation mechanism,
also named as demand assigned multiple access (DAMA)
is commonly used in SAT-IoT networks to guarantee the
efficiency and reliability of communication links [5] [30].
Therefore, there may be no or extremely few resources avail-
able for the unserved tasks at some time slots. Tominimize the
weighted-sum latency of all of tasks and energy cost, every
task needs to be handled by jointly optimizing user asso-
ciation, offloading decision, computing and communication
resource allocation. The system models adopted and problem
formulation are listed in the following subsections.

A. LATENCY MODEL
For every task k , the latency Tk is composed of four com-
ponents, which are waiting latency, transmission latency,
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propagation latency and processing latency. Since the task
can be handled at the satellites or the gateways, Tk will be
analyzed with two possible cases.

If task k is handled at the satellite s, the latency T Sk can be
expressed as,

T Sk = ρ(l − 1)+
Nk
C l
k,s

+
Nk
zlk,s
+ Plk,s, (1)

where ρ is the length of one time slot, and ρ(l − 1) denotes
the waiting latency of task k which is scheduled at lth time
slot. Nk is the number of bits in task k . C l

k,s denotes the
allocated communication capacity of the link from terminal
to the satellite for the task k at time slot l. The allocated
capacity can be achieved with several ways, such as orthogo-
nal sub-bands or time-frequency blocks. zlk,s is the computing

capacity allocated to the task k by the satellite s. Plk,s =
2dk,s
c

is the propagation latency for task k served by satellite s,
where dk,s is the distance between IoT terminal and satellite,
and c is the speed of light. Please note that the transmission
latency from satellite to the terminal is omitted, because
there is usually very small number of bits in the return link
for the IoT services, such as results of object identification
and acknowledgment information. However, the propagation
latency from the satellite to the terminals cannot be omitted
with 2dk,s which is included in Plk,s.
If task k is handled at the gateway g, it will be transferred

via the satellite s without data processing. Thus, the latency
TGk can be expressed as,

TGk = ρ(l − 1)+
Nk
C l
k,s

+
Nk
Dlk,g
+

Nk
qlk,g
+ Plk,g, (2)

where Dlk,g is the allocated communication capacity for the
link of task k from the satellite to the gateway g. qlk,g is
the computing capacity allocated to the task k by gateway g.
Plk,g =

2dk,s+2ds,g
c , and ds,g is the distance between satellite s

and gateway g. The transmission latency from the gateway to
satellite and satellite to terminal are also omitted as analyzed
in (1).

With (1) and (2), the latency of task k can be written as,

Tk =
{
T Sk , αk = 1;
TGk , βk = 1.

(3)

In (3), αk and βk are the offloading indicators for task k .
If αk = 1, task k will be handled at the satellite. Otherwise,
the task k will be handled at the gateway with βk = 1.
In addition, αk and βk satisfy αk + βk = 1.

With the latency of every task k , the system latency can be
defined as,

Teff =
∑
l

∑
s

∑
k∈�s,l

ωkTk . (4)

In (4), system latency is defined as the weighted-sum latency
of all of tasks. �s,l denotes the set of new tasks which are
scheduled to be associated with the satellite s at time slot l,
andωk denotes the weights of each task. According to (1)-(3),

the Teff is related to the user association, offloading decision,
available resource and resource allocation at each time slot.

B. ENERGY COST MODEL
In SAT-IoT networks, IoT terminals and satellites are both
energy-limited nodes. In this paper, IoT terminals are
assumed to offload the tasks directly to the satellites or gate-
ways without local task handling for simplicity, and every IoT
terminal transmits with a constant power level. Thus, we only
need to analyze the energy cost at the satellites.

Suppose the computation capability of the onboard cen-
tral processing unit (CPU) as ξ cycle/bit, and ξ is mainly
determined by the architecture of the CPU. The operating
frequency of the CPU is denoted as fs cycle/s. Thus, the com-
puting capacity of satellite can be denoted as Zs = fs/ξ
with the unit of bit/s. Meanwhile, the energy cost of CPU
is affected by the operating frequency, and can be denoted
as κf 2s for each circle. Therefore, the energy required for the
satellite s at time slot l can be expressed as,

Es,l =
∑
k∈9s,l

Nkξκf 2s . (5)

In (5),9s,l denotes the new tasks scheduled to be handled by
the satellite s at time slot l. The energy cost for satellite s is
related to the number of bits of all tasks in 9s,l .

C. PROBLEM FORMULATION
According to the latency and energy cost model, tasks han-
dled at the satellite are beneficial to decrease the system
latency, but the energy cost of satellite will increase unexpect-
edly. In this paper, we intend to minimize the weighted-sum
of system latency and energy cost. Thus, the problem can be
formulated as,

min
�s,l ,9s,l ,8g,l ,

C lk,s,D
l
k,g,z

l
k,s,q

l
k,g

(
ηTeff + (1− η)

∑
l

∑
s

Es,l

)

s.t.
∑
k∈�s,l

C l
k,s ≤ Xs,∑

k∈8g,l

Dlk,g ≤ Yg,∑
k∈9s,l

zlk,s ≤ Zs,∑
k∈8g,l

qlk,g ≤ Qg, (6)

where�s,l denotes the tasks associated with satellite s at time
slot l, and it includes the set of new associated tasks �s,l
and ongoing tasks associated with satellite s at time slot l.
8g,l denotes the tasks associated with gateway g at time
slot l and

⋃
g
8g,l ⊂

⋃
s
�s,l , because the tasks need to be

transferred to the gateways via the satellites. 8g,l is the set
of new tasks associated with gateway g at time slot l. 9s,l
is the set of new tasks that will be handled by satellite s at
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time slot l, and 9s,l ⊂ �s,l because some tasks will only
be transferred via satellite s without being handled. Xs and
Yg is the maximum communication capacity available for the
links from IoT terminals to the sth satellite and the links from
satellites to the gth gateway respectively. Similarly, Zs and
Qg is the maximum computing capacity for the satellite s
and gateway g respectively. Please note that the resources
occupied by the ongoing tasks k ∈ �s,l

/
�s,l cannot be

used by the new scheduled tasks at time slot l. η and 1-η
denote the weights of latency and energy cost respectively,
and 0 ≤ η ≤ 1.

It can be seen from (6) that the weighted-sum system
latency and energy cost is affected by the user association,
offloading decision and resource allocation at each time
slot. Moreover, the user association, offloading decision and
resource allocation at time slot l will affect the states of time
slot l + 1. For example, if all the tasks served at time slot
l cannot be finished at the current time slot, there will be
no available resources for the unserved tasks at time slot
l + 1. Thus, the problem formulated in (6) can be seen as
a dynamic programming problem based on joint user asso-
ciation, offloading and resource allocation. Since there are a
series of variables, it is difficult to solve the problem with
traditional methods. We will propose a DRL based latency
and energy optimization method by decomposing the com-
plex problem into two sub-problems.

III. LATENCY AND ENERGY OPTIMIZATION BASED ON
DEEP REINFORCEMENT LEARNING
According to Section II, user association and offloading deci-
sion indicators are discrete, while the resource allocation
variables are continuous. Thus, the problem formulated in (6)
is a dynamic mixed-integer problem, which is a non-convex
problem and hard to find the optimal solutions. To tackle this
problem, we decompose the problem into two sub-problems
to reduce the its complexity. The first sub-problem is optimal
computing and communication resource allocation with fixed
user association and offloading decision, whichwill be solved
with Lagrange multiplier method. The second sub-problem
is the joint user association and offloading decision with
optimal resource allocation, which will be solved with DRL
based algorithm. The two sub-problems are analyzed in the
following subsection A and subsection B, respectively..

A. OPTIMAL RESOURCE ALLOCATION WITH FIXED USER
ASSOCIATION AND OFFLOADING DECISION
With fixed user association and offloading decision,
the weighted-sum of latency and energy cost at the lth time
slot can be defined as,

Wl =
∑
s

 ∑
k∈�s,l

ηωkTk + (1− η)Es,l

 , (7)

whereWl can be seen as the objective function for the lth time
slot, and the value of Wl will be affected by the computing
and communication resource allocation cooperatively. Let

X̃s,l be the sum of allocated communication resource for the
ongoing tasks associated with sth satellite at lth time slot,
let Ỹg,l be the sum of allocated communication resource for
the ongoing tasks associated with gth gateway at lth time
slot. Similarly, Z̃s,l and Q̃g,l denotes the sum of computing
resource allocated to the ongoing tasks handled at the sth
satellite and gth gateway respectively. Thus, the minimization
of weighted function Wl can be rewritten as,

min
C lk,s,D

l
k,g,z

l
k,s,q

l
k,g

∑
s

 ∑
k∈�s,l

ηωkTk + (1− η)Es,l


s.t.

∑
k∈�s,l

C l
k,s ≤ Xs − X̃s,l,

∑
k∈8g,l

Dlk,g ≤ Yg − Ỹg,l,

∑
k∈9s,l

zlk,s ≤ Zs − Z̃s,l,

∑
k∈8g,l

qlk,g ≤ Qg − Q̃g,l . (8)

In (8), the user association and offloading indicators
expressed in�s,l ,8g,l and9s,l are assumed to be known, and
the optimization of the problem listed in (8) is only related
to the computing and communication resource allocation.
With (1)-(3), Wl can be further rewritten as,

Wl =
∑
s

 ∑
k∈�s,l

ηωkTk + (1− η)Es,l


=

∑
s

∑
k∈�s,l

ηρ(l − 1)+
∑
s

∑
k∈�s,l

η
Nk
C l
k,s

+

∑
s

∑
k∈9s,l

η
Nk
zlk,s
+

∑
s

∑
k∈8g,l

η

(
Nk
Dlk,g
+

Nk
qlk,g

)

+

∑
s

∑
k∈9s,l

ηPlk,s +
∑
s

∑
k∈8g,l

ηPlk,g

+

∑
s

(1− η)Es,l . (9)

In (9), η = ηωk . The waiting latency and propagation
latency in (9) will not be affected by the computing and com-
munication resource allocation. Besides, Es,l is also deter-
mined if 9s,l is known. Thus, the equivalent Wl with the
factors that affect the computing and communication resource
in (9) can be redefined as,

W̃l=
∑
s

 ∑
k∈�s,l

ηNk
C l
k,s

+

∑
k∈9s,l

ηNk
zlk,s
+

∑
k∈8s,l

(
ηNk
Dlk,g
+
ηNk
qlk,g

)
(10)
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With (10), the problem defined in (8) can be rewritten as,

min
C lk,s,D

l
k,g,z

l
k,s,q

l
k,g

W̃l

s.t.
∑
k∈�s,l

C l
k,s ≤ Xs − X̃s,l,

∑
k∈8g,l

Dlk,g ≤ Yg − Ỹg,l,

∑
k∈9s,l

zlk,s ≤ Zs − Z̃s,l,

∑
k∈8g,l

qlk,g ≤ Qg − Q̃g,l . (11)

The objective function W̃l and constraints in (11) are all
convex, so the problem defined in (11) is a convex problem.
According to (10) and (11), the optimal resource allocation
utilized to minimize W̃l can be achieved via Theorem 1.
Theorem 1:With (10) and (11), the optimal C l

k,s, D
l
k,g, z

l
k,s

and qlk,g at time slot l for k ∈ �s,l can be achieved via Karush-
Kuhn-Tucker (KKT) conditions as,

C l
k,s =

X s,l
√
ηNk∑

k∈�s,l

√
ηNk

,

Dlk,g =
Y g,l
√
ηNk∑

k∈8g,l

√
ηNk

,

zlk,s =
Z s,l
√
ηNk∑

k∈9s,l

√
ηNk

,

qlk,g =
Qg,l
√
ηNk∑

k∈8g,l

√
ηNk

. (12)

Proof: The proof can be found in Appendix.
According to (12), the optimal computing and communi-

cation resource allocation can be obtained with fixed user
association and offloading decision for each time slot. With
the optimal solution for resource allocation, we can optimize
the user association and offloading decision further in the next
subsection.

B. JOINT USER ASSOCIATION AND OFFLOADING
DECISION WITH OPTIMAL RESOURCE ALLOCATION
Although we can obtain the optimal computing and commu-
nication resource allocation for every time slot, the optimal
resource allocation for several sequential time slots is coupled
with each other. Moreover, the joint user association and
offloading decision is still a non-convex problem with inte-
ger programming problem. Therefore, traditional methods
based on optimization theory cannot be applied to tackle
this problem directly. To address the problem with affordable
complexity, we model it as an MDP problem, and DRL based
method is utilized to achieve long-term reward in terms of
latency and energy cost.

In general,MDP can be denoted as a tuple (H, A, P, R).H
denotes the state space of the system, A is the action space, P
is space of the transition probability from state hl to hl+1 with
action al , and R is the reward/cost with state hl and action al .
Thus, the MDP corresponding to the problem defined in (6)
can be expressed as,

(1) State(H): Since the user association, offloading
decision and resource allocation for tasks are made
slot by slot, the states are defined for every time slot.
Thus, the state at time slot l can be defined as hl =
{�̃l, 9̃l, 8̃l, Ũl, X̃l, Ỹl, Q̃l, Z̃l,PLl}. �̃l is defined as
{�̃1,l, �̃2,l, · · · , �̃S,l}, and �̃s,l is the set of ongoing tasks
associated with satellite s at time slot l. 9̃l can be expressed
as {9̃1,l, 9̃2,l, · · · , 9̃S,l}, and 9̃s,l is the set of ongoing tasks

handled by satellite s. 8̃l is defined as {8̃1,l, 8̃2,l, · · · , 8̃G,l},
and 8̃g,l is the set of ongoing tasks served by gateway g at
time slot l. Ũl is the set of unserved tasks at the time slot l.
X̃l is defined as {X̃1,l, X̃2,l, · · · , X̃S,l}, and it is the commu-
nication resources occupied by the ongoing tasks served by
satellite s at time slot l. Similarly, Ỹl = {Ỹ1,l, Ỹ2,l, · · · , ỸG,l},
denotes the communication resources occupied by the ongo-
ing task served by the gateways at time slot l. Q̃l =

{Q̃1,l, Q̃2,l, · · · , Q̃G,l} and Z̃l = {Z̃1,l, Z̃2,l, · · · , Z̃S,l} is the
computing resource occupied by the ongoing tasks served by
satellites and gateways at time slot l respectively. PLl denotes
the matrix that includes the locations of all IoT terminals,
satellites and gateways.

(2) Action(A): For each time slot l, the unserved tasks k ∈
Ũl need to be associated with a satellite or gateway to be han-
dled. Moreover, the computing and communication resource
needs to be allocated with the corresponding user association
and offloading decision. Define Cl

= {C l
1,s,C

l
2,s, · · · ,C

l
K ,s}

and Dl
= {Dl1,s,D

l
2,s, · · · ,D

l
K ,s} be the sets of communica-

tion resources allocated to the tasks scheduled at time slot l.
Zl = {zl1,s, z

l
2,s, · · · , z

l
K ,s} and Ql

= {ql1,s, q
l
2,s, · · · , q

l
K ,s}

are the computing resources allocated to the tasks scheduled
at time slot l. Since the resource allocation can be obtained
with (12), we only need to define the action space for user
association and offloading decision with lower dimensions.
Thus, the action at time slot l can be defined as al =
{A1,l,A2,l, · · · ,AK ,l}. Ak,l = {A1,A2,A3,A4}, in which
A1 ∈ {0, 1} denotes that whether the task k will be scheduled
at lth time slot or not, A2 ∈ {1, 2, · · · , S} denotes the satellite
associated with the task k , A3 ∈ {0, 1} denotes whether
the task k will be handled by its associated satellite or by
the gateway, and A4 ∈ {1, 2, · · · ,G} denotes the gateway
utilized to handle the task k . With a specific action al , the user
association and offloading indicators �l , 9 l , and 8l can be
obtained correspondingly.

(3) Transition Probability(P): For an MDP, the transition
probability from one state to another should be provided
with an action al . However, it is difficult to get the accu-
rate probability from one state to another for the scenario
investigated in this paper. Because some states are continuous
variables, and both state space and action space are very large,
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it is impossible to get transition probability for all of states
hl and actions al . Hence a model-free DRL framework is
considered.

(4) Reward(R): To minimize the weighted-sum of system
latency and energy cost, the reward R (hl, al) at time slot l
with state hl and action al is defined as,

R (hl, al) =
∑
s

 ∑
k∈�s,l

[
J − (ηωkTk + (1− η)Es,l)

]

+

∑
k∈Ũl/

(∑
s�s,l

)− (ηωkTk)
 (13)

In (13), R(hl, al) will be affected by the state hl and action
al . For each time slot l, new scheduled tasks k ∈ �s,l will
feedback a reward J − (ηωkTk + (1− η)Es,l), which is nega-
tively correlated with the weighted-sum of latency and energy
cost. J is a constant value that makes the reward positive. And
the tasks k ∈ Ũl/

(∑
s�s,l

)
will feedback −(ηωkTk ) as a

reward, in which Tk only consists of waiting latency and Es,l
is zero since the tasks have not been scheduled.

Suppose π to be the policy of the action, value function
V (h

∣∣π ) is defined to investigate the long-term performance
of the policy π . The value function is defined as,

V (h
∣∣π ) = E

[∑
l

γ lR(hl, al)
∣∣h0 = h, π

]
, (14)

where γ denotes the discount factor, and the value function
can be seen as a modified expectation of weighted-sum of
system latency and energy cost defined in (6) with γ = 1.
Therefore, the problem defined in (6) is equivalent to find
an optimal policy π∗ to maximize the value function of each
state as,

π∗(h) = argmax
a

R(h, a)+∑
h̄

γV (h̄
∣∣π∗)

 . (15)

In (15), state h̄ can be achieved with action a and state h.
To find the optimal policy π∗, Q-learning can be utilized [31].
However, in the scenario presented in this paper, the state
space and action space will increase exponentially with the
number of terminals. Hence it is extremely difficult for
Q-learning to establish the Q-table. Function approximation
method is able to handle the curse of dimensionality [32].
By combining Q-learning and neural network, which turns
Q-learning’s Q-table into Q-Network, DQN can avoid the
capacity limitation of Q-table [33].

DQN introduces the target network on the basis of the main
network, which has the same structure as the main network.
The main network is updated every iteration, while the target
work is updated at regular intervals by copying the parameters
of the main network. The target network is utilized to obtain
the target Q-value Q∗(h, a) which is defined as

Q∗(h, a) = R(h, a)+ γ max
ā
Q∗(h̄, ā). (16)

Q∗(h, a) is the maximum expected reward utilized to eval-
uate the value of the action selected in a specific state. And
Q∗(h, a) is the target that approximated Q-functionQ(h, a; θ )
will approach through training.

The Loss-Function is defined as,

L(θ ) = E
[
(Q∗(h, a)− Q(h, a; θ ))2

]
, (17)

in which θ is the weight of network and will be trained
to convergence with the goal of minimizing L(θ ). Mean-
while, Q-functionQ(h, a; θ ) gradually progresses toQ∗(h, a).
Besides of function approximation method, experience
replay (ER) is also used in DQN to overcome the problem of
correlation and non-stationary distribution of empirical data
for training [34].

By adopting the DQN, the proposed JUAOD-ORA for
MEC enhanced SAT-IoT is shown in Algorithm 1, where G
denotes the maximum of training episode, and ζ denotes the
experience replay buffer.

Algorithm 1 Joint User Association and Offloading Decision
With Optimal Resource Allocation Based on DQN
Require:

IoT terminal information: Nk , Ũl
Satellite information: �̃l , 9̃l , X̃l , Q̃l
Gateway information: 8̃l , Ỹl , Z̃l
Nodes location: PLl

Ensure:
Offloading decision: �l , 9 l , 8l
Resource allocation: Cl , Dl , Zl , Ql

1: Initialize network with γ , ε and ζ .
2: Observe.
3: while episode < G do
4: reset state hl and time slot l.
5: while Ũl 6= ∅ do
6: Select an action al according to ε-greedy policy.
7: Allocate resource according to eq.(12).
8: Calculate reward R(hl, al).
9: Update next state hl+1.
10: Save (hl, al,R(hl, al), hl+1), and update ζ .
11: Update θ .
12: l ++.
13: end while
14: episode ++.
15: end while

ε-greedy policy is utilized to balance the exploration and
utilization of models [33]. At each time slot l, an action will
be selected randomly with probability ε, otherwise the action
will be selected according to Q-function with probability 1-ε,
and ε will decay from εinitial to εfinal through P steps.

Before training, agent will observe for O steps to accumu-
late experience. At each time slot l, agent takes system state
hl as input to the neural network, and selects an action accord-
ing to ε-greedy policy. Once we get the offloading decision
through the selected action al , computing and communication
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TABLE 1. Simulation parameters.

resource can be allocated according to (12). With the offload-
ing decision and resource allocation results, the latency and
energy cost of the system at this slot can be calculated, and
reward R(hl, al) can be obtained according to (13). Then the
state will be updated to hl+1 and stored into the replay buffer
with hl , al and R(hl, al). Partial samples of the replay buffer
will be randomly extracted for training at each step to disrupt
the correlation of data, and old samples will be overwritten
with new ones when the buffer is full. State will be reset if
all tasks are served after several steps, and training will be
stopped when episode reaches the maximum episode G.

IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
JUAOD-ORA. Simulation parameters are listed in Table. 1.
In the simulation, MEC enhanced SAT-IoT system with two
LEO satellites and two gateways is considered. Each ter-
minal and gateway is randomly distributed within the cov-
erage of all satellites. The height and coverage radius of
satellites are set to 1000 km. Referring to [35] and [36],
we set the satellite communication capacity Xs and gateway
communication capacity Yg to 100 Mbps and 500 Mbps
respectively. As for CPU configurations, we set the com-
press cycle ξ of CPU to 1000 cycles/bit [37], and the
energy cost of CPU κf 2s is set to 3×10−10 J/cycle [38].The
satellite computing capacity Zs and gateway computing
capacity Qg are respectively set to 1010 cycles/s and
5×1010 cycles/s, scilicet 107 bits/s and 5×107 bits/s. In addi-
tion, DQN parameters are shown in the Table. 1.

A. CONVERGENCE OF JUAOD-ORA
In this subsection, we present the training results of the
proposed JUAOD-ORA based on DQN. Fig. 2 shows the
convergence process of the L(θ ) defined in (17) in the

FIGURE 2. Convergence process of loss.

FIGURE 3. Convergence process of total cost.

training process. It can be seen that L(θ ) converges close
to 0 after about 1.1×104 steps, which indicates that the
approximated Q-function Q(h, a; θ ) has almost approached
the target action-value function Q∗(h, a). Please note that the
action space in this paper is very large, so the number of
steps required for convergence is large. However, the com-
plexity of the proposed method remains low, because the
large amount of steps are only needed for training phases,
and the optimal offloading decision and resource allocation
can be achieved based on the trained Q-network without
iterations. The convergence process of total cost, as discussed
in (7) and calculated by the weighted-sum of latency and
energy, is showed in Fig. 3. The total cost converges almost
synchronouslywith L(θ ) at about 0.8×104-th episode. In gen-
eral, the convergence of the proposed algorithm is fast, which
enables the algorithm to cope with the dynamic environment.

B. PERFORMANCE ANALYSIS
In this subsection, we compare the proposed JUAOD-ORA
algorithmwith ’Random’ method and heuristic method based
on simulated annealing(SA), which is proposed in [39] to
solve task offloading problem in MEC system, and we
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FIGURE 4. Total cost v.s. total number of terminals.

FIGURE 5. Total cost v.s. η.

simplify the SA algorithm to make it applicable to our MEC
enhanced SAT-IoT scenario for comparison. To properly eval-
uate the performance of the JUAOD-ORA, Theorem 1 will
be utilized to allocate resources when the offloading decision
are made by reference schemes. The detailed description is as
follows:
1) Random: Tasks will be randomly offloaded to satellite

or gateway, and the resources will be allocated accord-
ing to optimal resource allocation (ORA) proposed in
Theorem 1. In Fig. 4-Fig.8, this method is labeled as
Random-ORA.

2) SA: The offloading decision will be obtained through
SA algorithm designed in [39].Meanwhile, the resources
will be allocated by ORA proposed in Theorem 1.
In Fig. 4-Fig.8, this method is labeled as SA-ORA.

In addition, to evaluate the efficiency of the ORA,
we design two other ’Greedy’ offloading algorithms called
’greedy on satellite’(GS) and ’greedy on gateway’(GG),
which will offload all tasks to satellite and gateway,
respectively. ORA and average resource allocation (ARA),
which will allocate communication resource and comput-
ing resource evenly, will be utilized respectively with two

FIGURE 6. Proportion of tasks handled by satellites v.s. η.

FIGURE 7. Total cost v.s. satellite computing capability.

FIGURE 8. Total cost v.s. gateway computing capability.

’Greedy’ methods. Every point in the simulation results is
obtained by taking the average value over 5000 tests.

Fig. 4 shows the total cost performance of the proposed
JUAOD-ORA as the number of terminals increases. We can
find that both GS and GG with the ORA proposed in
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Theorem 1 perform better than the ARA. When the number
of terminals is 1, the total cost of the ORA and the ARA
are equal, because the resource allocated by different meth-
ods is the same with each other for this case. Nevertheless,
as the number of terminals increases, the performance of the
ORAwill gradually outperform the ARA, which indicates the
higher efficiency of our proposed ORA.

In addition, we can see that the increment of number of ter-
minals leads to the increase of total cost, because the limited
resources are shared by more tasks. SA algorithm performs
close to JUAOD-ORA algorithm when the number of termi-
nals is small. However, when the number of terminals is large,
the performance of SA algorithm will gradually deteriorate,
because the action set grows exponentially with the number
of terminals, and SA algorithm is more likely to fall into a
local optimal solution.Moreover, parameters of SA algorithm
(e.g., start temperature, the number of iterations, annealing
rate) will directly affect the performance of the algorithm, and
should be updated when the environment parameters change.

Fig. 5 and Fig. 6 depict the influence of weight η on the
total cost and the proportion of tasks handled by satellites,
respectively. For ’Greedy’ methods, including GG and GS,
the performance of the ORA is better than the ARA. The
simulation curves are increasing linearly in Fig. 5, because
η and total cost has a linear relationship. In Fig. 6, the pro-
portion of tasks handled by satellite is calculated by dividing
the number of tasks processed on the satellite by the total
number of tasks. For ’Random’ method and ’Greedy’ meth-
ods, weight η has no effect on task offloading decision, so the
proportion of tasks handled by satellite basically unchanged
as η increases. However, for SA algorithm and the proposed
JUAOD-ORA, η will affect the scheduling decision. As η
increases, the weight of energy cost decreases, and it is better
to offload more tasks to satellites with large computing capa-
bilities. As shown in Fig. 6, the proportion of tasks handled
by satellite with JUAOD-ORA increases as η becomes larger,
which demonstrates that it can make offloading decision
effectively.

In Fig. 7, satellite computing capability is adopted as vari-
able to investigate the performance of the proposed algo-
rithm. Obviously, the performance of the ORA is better than
the ARA as analyzed above, and the curves of GS-ORA
and GS-ARA are getting closer as the satellite computing
capability increases. This is because the computing resource
of satellite is beneficial to the reduction of computing and
propagation latency, and the latency gap between different
methods will also become smaller. Employing both GG-ORA
and GG-ARA, the total cost is stable with little change, since
all tasks are offloaded to gateway and their performance are
not affected by the satellite computing capability. In addition,
Fig. 7 also clearly shows the performance of the proposed
JUAOD-ORA is better than SA algorithm.

Similarly, total cost with respect to gateway computing
capability is shown in Fig. 8. For ’Greedy’ methods, the ORA
also performs better than the ARA. The curves of GS-ORA
and GS-ARA are basically unchanged, since the increase of

the gateway computing capability has no effect on GS meth-
ods. For other methods, the increasing of gateway computing
capability leads to the decrease of total cost, because tasks can
be assigned with more resources. Simulation results illustrate
that the propose JUAOD-ORA algorithm can also achieve
better performance than the reference algorithms.

To summarize, the proposed ORA method performs better
than the ARA. Compared with SA algorithm, the proposed
JUAOD-ORA algorithm performs better with lower complex-
ity, and it can adapt to dynamic environments of SAT-IoT
networks.

V. CONCLUSION
In this paper, we present an MEC enhanced SAT-IoT net-
works for IoT services in remote areas. To jointly optimize the
weighted latency and energy cost of the system, we formulate
the optimization problem and decompose it into two sub-
problems. Then, an optimal algorithm based on Lagrange
multiplier method is proposed to solve the resource alloca-
tion sub-problem with fixed user association and offloading
decision. Furthermore, a joint user association and offloading
decision with optimal resource allocation algorithm based on
deep reinforcement learning is proposed to solve the offload-
ing decision sub-problem. Simulation results illustrate that
the proposed algorithm can reduce the latency and energy cost
effectively.

APPENDIX
PROOF OF THE THEOREM 1
With (10) and (11), the Lagrangian function L of W̃l can be
expressed as,

L = W̃l + µ

 ∑
k∈�s,l

C l
k,s − X s,l

+θ
 ∑
k∈8g,l

Dlk,g − Y g,l


+ν

 ∑
k∈9s,l

zlk,s − Z s,l

+ σ
 ∑
k∈8g,l

qlk,g − Qg,l

 ,
(18)

where µ ≥ 0, θ ≥ 0, ν ≥ 0, and σ ≥ 0 are Lagrange multi-
pliers. X s,l , Y g,l , Z s,l and Qg,l are the available resources for
the new scheduled tasks to be handled at time slot l, and they
can be expressed as follows,

X s,l = Xs − X̃s,l,

Y g,l = Yg − Ỹg,l,

Z s,l = Zs − Z̃s,l,

Qg,l = Qs − Q̃s,l . (19)

For simplicity, C l
k,s is taken as an example, same method

can be used to get Dlk,g, z
l
k,s and qlk,g. Thus, the partial
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differential of ∂L
∂C lk,s

can be written as,

∂L
∂C l

k,s

= −
ηNk(
C l
k,s

)2 + µ. (20)

According to KKT conditions, we can get the C l
k,s with

∂L
∂C lk,s
= 0 as,

C l
k,s =

√
ηNk
µ
. (21)

Moreover, µ can be achieved with the KKT conditions
µ
(∑

k∈�s,l C
l
k,s − X s,l

)
= 0. Thus, the C l

k,s can be rewritten
as,

C l
k,s =

X s,l
√
ηNk∑

k∈�s,l

√
ηNk

. (22)

Therefore, Theorem 1 can be proven.
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