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ABSTRACT For visual tracking, key factors that affect the performance of trackers are related to whether it
can effectively extract the appearance information and spatial information of a target. And most of state-of-
the-art trackers either do not model the appearance information and spatial information separately or do not
design special strategies to deal with the strong geometric deformation of the target. In this paper, we design
an appearance information model and a spatial information model separately, and then combine them to
obtain complementary benefits. Firstly, because the features from deeper layers of a convolutional neural net-
work (CNN) can better describe the semantic information of a target while the spatial information becomes
less, we adopt the features from the deepest layer as the appearance information model. Secondly, we focus on
tracking the target with drastic geometric deformation through utilizing a projection transformation group
(SL(3) group) to model the geometric transformation of the target, where SL(3) group can describe the
geometric deformation more accurately. Furthermore, a standard discriminative correlation filter is used to
develop the effect of convolutional features and is more efficient than other methods used for CNN. Extensive
experiments results show that our tracker outperforms all the compared trackers.

INDEX TERMS Opbject tracking, convolutional neural network, SL(3) group, projection transformation,

convolutional features.

I. INTRODUCTION

The purpose of video object tracking is to locate the object in
the video continuously and accurately. It is becoming more
and more important in various fields. There are two difficul-
ties in this task. Firstly, a target in subsequent video frames
may suffer complex situations such as deformation, occlu-
sion, illumination change, background change, and abrupt
motion [1]. This makes the difference of target appearance
and position between the consecutive frames too large, which
leads to the failure of tracking. Secondly, in some application
scenarios, it is necessary to track the target in real time,
which requires high time efficiency. It is even more difficult
to design a real-time high performance tracker. Many tra-
ditional algorithms have made some breakthroughs, such as
IVT [2], SCM [3],TLD [4], STRUCK [5], MIL [6], APGL1
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[7], ASLAS [8], and KCF [16]. However, the performance of
these algorithms is far from satisfying all kinds of complex
scenarios in real applications [9].

In fact, two important parts of a tracking method for a
non-rigid target are appearance representation modeling and
geometrical transformation modeling. A robust appearance
model can be invariant to illumination change and back-
ground clutter, while a better geometrical transformation
model can describe the shape and scale deformation of a
target more accurately.

For appearance representation modeling, numerous
hand-crafted features have been used to describe the target
appearance such as color histogram and subspace repre-
sentation, or different data association models [10] have
been applied. Paper [11] applies key patch sparse represen-
tation (KPSR) to reduce the disturbance of partial occlu-
sion or unavoidable background information. In recent years,
CNNs are an outstanding choice in solving the problem of
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target recognition. They also greatly promote the develop-
ment of target tracking technology. Some trackers [22]—[25]
directly use CNNs as classifiers and take full advantage of
end-to-end training. Some other trackers [26]-[31] integrate
deep features into traditional tracking methods, and benefit
from the expression ability of CNN features.

For the feature map from a deeper convolutional layer that
corresponds to a larger receptive field, it can be understood
that CNN does feature extraction of the image from a more
global perspective. Therefore, the outputs of the last con-
volutional layer encode the highest semantic information of
the target and such representations are robust to significant
appearance variations [31]. We use the features from the
deepest convolutional layer to design appearance represen-
tation model in this paper.

For spatial feature modeling, the classic methods
include translation transformation, isometric transformation,
Euclidean transformation, affine transformation, and projec-
tion transformation. Considering that affine transformation
is an approximation of projection transformation (SL(3)),
we choose the more accurate imaging model (projection
transformation) to represent the deformation of the target.
For every frame, we compute the projection transformation
samples according to the projection transformation vectors
of the former frame.

In order to locate the deformable target more accurately,
we design a novel tracking method based on the fact that the
projection transformation can better capture the target defor-
mation and that the features from the deepest level of CNN
can better represent the appearance of the tracking target. The
proposed tracker learns correlation filters over the deepest
features. The main differences between papers [16], [17] are
the correlation filters based on the CNN features rather than
hand-crafted features. On the other hand, we feed the projec-
tion transformation region samples into CNN instead of the
whole image so that we can draw a non-rectangular bounding
box when it needs to adapt to the geometric deformation of
the target.

The main contributions of the proposed tracker include

(1) The features from the deepest CNN layer are used to
design the appearance model of the target, which is
robust to significant appearance variations.

(2) The projection transformation manifold is utilized to
estimate possible locations of the target and is more
accurate for drastic geometric deformation.

(3) A hybrid strategy offers complementary benefits.
In this approach, features from the deepest CNN
layer are used as appearance representation model and
projection manifold is applied as spatial information
model.

(4) The bounding boxes predicted by projection transfor-
mation can more effectively locate the regions of the
target before extracting CNN features.

The rest of the paper is organized as follows: In section
2 the related work is discussed. In section 3, our approach is
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described. SL(3) manifold and its Lie algebra are introduced,
and then the geometric transformation model is designed on
SL(3) group. We also model a discriminative correlation filter
for our tracker to compute the correlation score of the seman-
tic information model. In addition, the details of a track-
ing algorithm are designed. Section 4 provides the details
of implementation and the results of numerical evaluations
in comparison with other state-of-the-art trackers. Finally,
we summarize the design ideas of our tracker and provide
some concluding remarks in section 5.

Il. RELATED WORK
In this section, we first discuss some tracking methods [63],
[64] related closely to our work.

A. TRACKING BY CORRELATION FILTERS

In recent years, correlation filters have been widely applied
for visual tracking algorithms because of their high com-
putational efficiency with Fourier transform. Tracking algo-
rithms using correlation filters [38] don’t need hard-threshold
samples of target appearance because they regress all the
circular-shifted versions of input features to a Gaussian func-
tion. Correlation filters [35]-[37] were also developed. For
example, Ross et al. [2] designed a minimum output sum of
squared error filter for the target appearance with fast visual
tracking. Lu et al. [32] proposed a novel shrinkage loss to
penalize the importance of easy training data. Lu et al. [33]
developed an effective channel-aware learning algorithm by
analyzing the channel-wise information of convolution fea-
tures in deep regression tracking. Zhang et al. [34] designed
a tracking framework based on convolutional net with seman-
tics estimation and region proposals. The context learning
methods [13], [62] describe a spatial-temporal relationship
between tracking objects and their local dense context in
a Bayesian framework, and adopt Fast Fourier Transform
(FFT) to adjust the target scale whenever it changes. Danell-
jan et al. [14] modeled a scale estimation filter to estimates
the target scale by learning discriminative correlation filters
using a scale pyramid representation. Henriques et al. [15]
designed kernelized correlation filters for training and detec-
tion by using circulant matrices. Ma et al. [18] presented
a long-term correlation tracking, and an online random
classifier was trained for objects redetection. Papers [16],
[17] utilized multiple dimensional features for tracking. And
Danelljan et al. [19] introduced a spatial regularization com-
ponent for penalizing correlation filter coefficients based on
their spatial locations. But, the shape of the bounding box is
still a rectangle that can’t adapt to the geometric deformation
of the target.

B. TRACKING BY CNNs

In recent years, CNNs are an outstanding choice in solving
the problem of target recognition. Wang and Yeung [20]
proposed learning a deep compact representation for visual
tracking. Wang et al. [21] developed adaptation in two layers
of deep features learning module for including the appearance
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information of specific target. Nam and Han [22] utilized
a large image set with ground-truth values for extracting
appearance representation from CNN. Nam et al. [23] pre-
sented the appearance by CNNs and managed the appear-
ance models in a tree for tracking. And trackers [24], [25]
utilized CNNs as classifiers and take advantage of end-to-
end training. Danelljan et al. [26] used an implicit interpo-
lation model for solving the learning problem in continuous
space domains. The formula can effectively integrate multi-
resolution deep features map. And researchers in [27], [28],
[30] integrated deep features into traditional tracking algo-
rithms, using the benefit from the expression ability of CNN
features. Li et al. [29] integrated target-aware features with a
Siamese matching network for visual tracking. Chu ez al. [62]
proposed a CNN-based framework for online multi-object
tracking, which utilized the merits of single object trackers
in adapting appearance models and searching for target in
the next frame. As it is shown in [31] the features from
deepest convolutional layer have more semantics information
and less space information, we make full use of the CNN
features of the deepest layer to model appearance features.
The difference from the existing CNN trackers mentioned
above is that we feed the projection transformation region
samples into the CNN network instead of the whole image.

C. TRACKING ON MANIFOLD

Many classical tracking methods [39], [40] used affine
manifold for describing the geometric deformation of the
target. Wu et al. [41] utilized affine transformation in describ-
ing the transformation process of the target, in combination
with a particle filter framework in realizing the tracking.
Liu et al. [42] used the fusion of color and shape as the main
features for target tracking under affine manifold, based on a
particle filtering tracking framework. Khan and Gu [43], [44]
applied affine transformation and proposed a target tracking
algorithm by using Riemannian Manifold geometry structure.
Considering that affine transformation is an approximation of
projection transformation (SL(3)), we choose a more accurate
imaging model (projection transformation) to represent the
deformation of the target.

lll. THE PROPOSED METHOD
A. SL(3) MANIFOLD AND THE GEOMETRIC
TRANSFORMATION MODEL
1) SL(3) GROUP AND ITS ALGEBRA
The following theory comes mainly from differential geom-
etry. Reference [45] provides more knowledge.

A Lie group is a group with an analytic manifold structure,
which makes the following maps is analytic:

GxG—->G X,Y)—>XY
G—>G X—->xL (1)

The local neighborhood of any group element G can be
described by its tangent space. The tangent space for the
identity element forms its Lie algebra.
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The set of nonsingular n x n square matrices forms a
Lie group where the group product is computed by matrix
multiplication, GL(n, R) denotes the general linear group of
order n, where R is an n-dimensional real space. Lie groups
are differentiable manifolds on which we can do calculus.
Being a sub-group of GL(n, R), the special linear group
SL(n,R) is the space of all real n x n matrices H satisfies
detH = 1. Its Lie algebra denoted by sl(n,R) consists of real
matrices of trace zero.

In this paper, we use 3*3 dimensional projection group
(SL(3)) to represent the geometric transformation model,
we normalize the matrices to have determinant 1. Its cor-
responding Lie algebra is sl(3). The exponential map is a
homeomorphism between a neighborhood of / € SL(3) and
a neighborhood of the null matrix 0 € sl(3).

LetA;(i € {1,2,...,8}) be abasis of the Lie algebra sI(3).
Any matrix A € sl(3) can be written as a linear combination of

8
the matrices A;, A(x) = )_ x;A;, where x = (x, X2, ...,xg)

i=1
is an 8*1 dimensional vector and x; is the i-th element of the
base field. The basis matrix of sl(3) is as follows:

1 0 O 0 1 0
Air=10 -1 O Ay=(0 0 O
|10 0 O 0 0 0]
[0 0 0] [0 0 0]
Az3=(1 0 O Ag=|0 1 0 |,
|10 0 0] |0 0 -1 |
[0 0 17 [0 0 0]
As=10 0 O Ag=1]10 0 1
|10 0 0] |0 0 0]
[0 0 0] [0 0 0]
A7=10 0 O Ag=(0 0 O 2)
|1 0 0] |0 1 0]

2) GEODESIC ON SL(3) GROUP

Because projection group is definite symmetric mani-
fold and belongs to Riemannian manifolds, the distance
between projection groups can be computed on Riemannian
manifolds.

SL(3) group is non-compact Lie group. Non-compact Lie
groups do not have bi-invariant Riemannian metric, so the
exponential map on Lie group is not consistent with the
geodesic. In order to calculate the geodesic on SL(3) group,
a metric structure needs to be defined on SL(3) group to
calculate the new exponential map Expp, which is also known
as Riemannian exponential map.

The common method for defining the metric structure on
manifold M is that an inner product (-, -) is given on the
tangent space T,M for each point p € M, which is Rieman-
nian metric, and the length of a tangent vector U € T,M is:
U = (U, U )%. Therefore, we can define exponential map
Expp as

Expp(U) = exp(—UT)exp(U + UT). A3)
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FIGURE 1. Schematic overview of the proposed framework based on projection transformation and convolutional Features.
It consists of the following four stages: (1) sampling projection transformation(2)computing appearance CNN features (3) inputting

into correlative filter (4) obtaining the tracking result.

3) THE GEOMETRIC TRANSFORMATION MODEL

We use projection transformation to represent the model
of the target geometrical deformation. And the geometrical
transformation between two adjacent frames can be con-
sidered as one point moving to another point on Riemann
manifold, because projection transformation matrix is a pos-
itive definite symmetric manifold, which is a Lie group and
doesn’t obey Euclidean space.

In this paper, we make use of the relationship between the
two adjacent points on Riemannian manifold to establish a
geometric transformation model. And this relationship can be
described by the tangent vector of the point on the manifold,
so the object geometric transformation model is designed on
Riemannian manifold and its tangent space, respectively:

S =S81exp(vi-1), 4
ve = a(i—1 — vi—2) + -1, (%)
where vector S; = [x1, x2, X3, X4, X5, X6, X7, xg]T is the pro-

jection transformation parameter. v; is defined as the velocity
vector from point S;_ to point S; on the tangent space, and it
represents the movement of the target. Suppose v; follows a
Gauss distribution, and w1 is denoted as Gauss white noise.
a is an autoregressive coefficient.

The algorithm makes full use of the Lie group structure of
projection transformation parameters space, with the geomet-
ric transformation information being described on Rieman-
nian manifold and tangent space.

B. DISCRIMINATIVE CORRELATION FILTER

Compared with other costly methods used for CNNss training,
the discriminative filter is more efficient for it is trained by
computing a linear least-square and using Fast Fourier Trans-
form (FFT). In this paper, we use a standard discriminative
correlation filter to compute the scores of each candidate
convolutional features for object tracking. The features of the
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deepest layer are applied as the input of the discriminative
filter.

Let xx denotes one input sample at frame k, where k =
1,2,...,t.t denotes the current frame number. And yy is the
Gaussian function label which denotes the desired correlation
output at frame k. In order to get a minimum loss, we learn a
correlation filter w as

t
w* =argmin Y _llw, - xx — yilF + Alw *, (6
Yo k=1

where A is a regularization parameter (A >= 0), x,ic denotes
the ith feature channel of x;.We utilize the online update rule
[61] to gain the efficient solution for equation (6). At frame
t, we update the numerator M/ and denominator N, of the
DFT(discrete Fourier transformed) filter w' as follows:

M =1 —8M | +8Y, -X!, @)

d
Ny= (L= 8N1 +83 X -Xi+ 4, ®)

i=1

where the capital letter represents the 2-dimensional Fourier
transform from the corresponding lowercase, the operator -
is element-wise multiplication, and ¢ is the learning rate.
We build the learned filter as

_M
=

d
r= {Z Wi, .X;'}, (10)
i=1

where d denotes the sample number. In this paper, we use the
correlative filter as equation (10), and the correlation scores
are gained in the Fourier domain. For the appearance features
of each candidate patch at frame ¢, we input them into the
correlative filter to get the correlation scores.

W,/ )
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TABLE 1. The details for the proposed algorithm.

Initialize : the projection transformation of the first frame S, and the

frame sequences.
Step1: Compute the candidate projection transformation

sample {S[‘"i =1,2,--, n} , by equations (4) and (5), where 7 is the

sample number and f is the current frame number. And

S ={xli=1,2,,n}.

Mx

J
Step 2: get the confidence scores ro= { Wi Z,d } by equations (7) to

(10) for each {x,',i:l,Z,---,n}»

mo
Step 3: compute the maximum correlation score by r. = max(r) -
i=1

Step 4: Suppose the maximum correlation score corresponding to the
projection transformation sample 772 , update the correlation filter with

Step5: £ =t+1, gotostep 2.

Output:the tracked projection transformation §' \ =Srm .

C. TRACKING ALGORITHM FRAMEWORK

For the geometric space information model, we adopt projec-
tion transformation to represent the deformation of the target
and to predict possible locations of a target. On the other
hand, we use the features extracted from the deepest layer
to represent the appearance information model, because the
features extracted from the deeper layer in CNN contain more
appearance information and less space information. The CNN
may be an ALexNet [65] or a VGG-Net. We delete the fully
connected layers because they have little geometric spatial
information.

As it is shown in Figure 1, we first locate the bounding
box by hand for the first frame; otherwise, according to the
position and shape of the target bounding box of the previous
frame, we draw the same target bounding box at the same
position of the current frame. Then, the method generates M
projection transformation samples according to equations (4)
and (5), and resizes these samples to the same size. Next,
these sample patches are input into the CNN to extract the
feature maps, and the features are input into the correlative
filters to compute the confidence scores using equation (10).
Finally, the projection transformation sample corresponding
to the maximum correlation score is the output as the tracking
result of the current frame. The detail is shown in Table 1.

IV. DETAILS AND EXPREIMENTAL EVALUATION

A. IMPLEMENTATION DETAILS

1) CNN FRAMEWORK

We use ImageNet [46] as the data set, randomly select
200 classes of ImageNet [46] as training data set, and divide
these 200 classes into 80% training data set, 10% validating
data set and 10% testing data set. We adopt the VGG-Net-
19 [47] trained on ImageNet [46] to extract appearance fea-
tures for each candidate projection patch. We delete the fully
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connected layers and use the outputs extracted from last layer
as our features.

2) CNN TRAINING

In our implementation, the target image has a dimension
of 127*127*3. And the model is trained offline on the video
dataset ImageNet [46]. The training consists of more than
80 epochs, each consisting of 1000 sampling pairs. The gra-
dients of each iteration are estimated by the size of 10 mini
batches, and the learning rate is from 1072 to 107 at each
period from.

3) CORRELATION FILTERS TRAINING

The regularization parameter of equation (6) is set to
A = 107%, and the kernel width is 0.1 to generate the Gaus-
sian labels. The learning rate § in equations (7) and (8) is set
to 0.01.

The proposed tracker is implemented in TensorFlow
2.0 framework on a computer with a single NVIDA GTX
1080, an Intel Core i7 at 4.0 GHz CPU and 256GB memory.
Furthermore, the parameters for each of the compared meth-
ods are set in accordance with the original definition of the
respective method.

B. DATASETS AND EVALUATION METRICS

1) THE OTB BENCHMARKS

The OTB-201 [48] and OTB-2015 [49] are one of the
most popular benchmarks in visual tracking field and con-
tain 50 and 100 image sequences with various challenging
factors. They are divided into eleven attributes, such as illu-
mination, deformation, scale change and others.

The metrics standards on the OTB benchmark include two
aspects: average per-frame success rate and precision. On one
hand, if the intersection-over-union (IoU) between its estima-
tion and the truth is beyond a certain threshold, the tracker
is successful in a given frame. It includes success of spatial
robustness evaluation (SRE), success of temporal robustness
evaluation (TRE) and success of one-pass evaluation (OPE).
Normally, the area-under-curve (AUC) of the success plot is
reported. On the other hand, the precision plot can be obtained
in a similar way. In most of existing papers, the threshold for
the precision plot is set to 20.

2) THE VOT BENCHMARKS

The VOT benchmarks are also widely used as tools for
the performance evaluation. The VOT benchmarks include
VOT2015 [50], VOT2016 [51], VOT2017 [52], VOT2018
[53] and VOT2019 [54]. VOT2015 and VOT2016 con-
tain 60 same video sequences, and the targets in these
two are divided into 6 challenging factors including camera
motion, motion change, scale change, illumination change,
and occlusion. VOT2017 includes 10 different sequences
from VOT2016. The evaluation of VOT2019 [54] includes
the standard VOT and other popular methodologies for
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FIGURE 2. Overlap success plots and distance precision plots using SRE, TRE and OPE. The legend of overlap success contains AUC score while the legend

of distance precision contains threshold scores at 20 pixels for each tracker.

TABLE 2. Results of different trackers on OTB benchmarks.

Ours ECO-HC | SRDCFde | Staple LMCF DSST SCM Struck TLD
con
OTB-2013 | SUCCESS 0.679 0.652 0.653 0.600 0.628 0.554 0.499 0.474 0.437
PRECISION|  0.903 0.874 0.870 0.793 0.842 0.739 0.649 0.656 0.608
OTB-2015 | SUCCESS 0.648 0.592 0.627 0.581 0.533 0.524 0.488 0.457 0419
PRECISION|  0.872 0814 0.825 0.784 0.730 0.712 0.598 0.613 0.572

short-term tracking analysis as well as the standard VOT
methodology for long-term tracking analysis.

The evaluation on the VOT benchmark is based on the
re-initialized methodology in which a tracker will be reset
after five frames of no overlap with the ground truth. The
evaluation emphasizes the short-term effectiveness, and the
metrics standards on the VOT benchmark include accuracy
(A), robustness (R), and expected average overlap (EAO).
A better tracker has higher A and EAO scores and lower R
scores.

C. EXPERIMENTS ON OTB BENCHMARKS AND VOT
BENCHMARKS

Our tracker is evaluated with state-of-the-art trackers on
the benchmark datasets OTB-2013 [48], OTB2015 [49],
VOT2015 [50], and VOT2016 [51], respectively.

1) THE OTB BENCHMARKS

our tracker is compared with 8 popular trackers: ECO-HC
[30], SRDCFdecon [56], LMCF [57], Staple [58], Struck
[5], DSST [14], SCM [3] and TLD [4]. Table 2 compares
the results of different trackers on OPE evaluation. And
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Figure 2 illustrates the overlap success plots and distance
precision plots using SRE, TRE and OPE. The legend of
overlap success contains AUC score while the legend of dis-
tance precision contains threshold scores at 20 pixels for each
tracker. Then, the tracker performance under different video
attributes is analysed in Figure 3. The results in the table and
figures mentioned above suggest that our tracker has better
performance than other trackers. To make the tracking result
more intuitive, Figure 4 shows the results of tracking bound-
ing boxes on some challenging video sequences. The main
challenges of the first two sequences is geometric transfor-
mation. All the algorithms except SCM and Struck can track
the target well, but our tracker can gain the deformation of the
target and the resulting bounding box is a tilted parallelogram
because our tracker uses projection transformation to locate
the target. For sequence 3, the object suffers illumination
variation and background clutter. The tracking results of all
the compared algorithms are chaotic and eventually lost the
target. Our tracker can still recognize the target and track it
well because it builds the semantic information model and
the space information model, respectively. As to sequence 4,
the object suffers fast motion and temporary occlusion. The
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FIGURE 3. Distance precision plots over 9 tracking challenges of illumination variation, out-of-plane rotation, scale variation, deformation, motion blur,
in-plane rotation, background clutter, fast motion and occlusion.

TABLE 3. Accuracy values under different challenging sequences.

tag_camera | tag_empty tag_illum_c | tagmMotio | tag occlusi | tag size_ch | mean weighted pooled
motion hange n_change on ange mean

Ours 0.5536 0.6021 0.6422 0.5460 0.5104 0.5275 0.5671 0.5593 0.5676
HCF 0.4383 0.4928 0.4497 0.4255 0.4337 0.3458 0.4310 0.4336 0.4464
SRDCF 0.5306 0.5745 0.6891 0.4798 0.4153 0.4662 0.5259 0.5176 0.5248
SCT4 0.4748 0.5331 0.4591 0.4411 0.4451 0.3675 0.4535 0.4619 0.4751
EBT 0.4767 0.4869 0.4007 0.4275 0.3777 0.3465 0.4193 0.4374 0.4480
Staple 0.5284 0.5741 0.7200 0.4989 0.4311 0.5037 0.5427 0.5290 0.5326
IVT 0.4098 0.5089 0.5554 0.4046 0.3111 0.3913 0.4302 0.4272 0.4347

Stuck algorithm has misidentified the target in the tracking
process. All the tracking results suggest that our tracker can
bound the target more accurately than the rectangle boxes
when the target suffers from large geometric deformation, and
our tracker performs better than the compared algorithms.

2) VOT BENCHMARKS
In our experiments, we evaluate the tracking performance on
VOT2016 [51] and VOT2019 [54], respectively.

For VOT2016 [51], our tracker is compared with 6 state-
of-the-art trackers: HCF [31], SRDCF [56], SCT4 [60],
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e DSST Struck == SRDCFdecon —TLD s SCM Staple e ECO-HC e LMCF Ours
FIGURE 4. Bounding box results for the proposed algorithm and the compared algorithms.
TABLE 4. Robustness values under different challenging sequences.
|:]z:g_camera_ tag_empty tag_illum_ch tagmMotion Lag_occlusio |;ag_size_cha [mean weighted pooled
otion ange change ge mean

Ours 27.8333 8.5667 3.1333 R1.6333 16.3333 13.7333 15.2055 17.7248 57.0000
HCF 27.0000 25.0000 5.0000 30.0000 19.0000 17.0000 20.5000 23.8569 85.0000
SRDCF 13.0000 16.0000 8.0000 36.0000 22.0000 21.0000 24.3333 28.3167 90.0000
SCT4 18.0000 29.0000 8.0000 1#4.0000 19.0000 33.0000 30.1667 B6.1918 117.0000
EBT 20.0000 11.0000 3.0000 19.0000 17.0000 11.0000 13.5000 15.1935 54.0000
Staple 34.0000 13.0000 7.0000 B5.0000 24.0000 15.0000 21.3333 23.8950 81.0000
IVT 103.0000 54.0000 12.0000 2.0000 34.0000 47.0000 57.0000 70.3371 238.0000

EBT [59], Staple [58], and IVT [2]. Table 3 illustrates the indicate the first, second and third places, respectively.

accuracy values (A) under different challenging sequences. On average, our tracker ranks first, which is also verified
Table 4 shows the robustness values (R) under different in Figure 5 that is an accuracy-robustness plot with best track-
challenging sequences, where the red, blue and green fonts ers closer to the upper right corner. Figure 7 illustrates the
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TABLE 5. The expected average overlap (EAO) as well as accuracy and robustness raw values (A, R) for the baseline and the real time experiments. For

the unsupervised experiment the no-reset average overlap AO [48] is used.

baseline realtime unsuperized
tracker EAO A R EAO A R AO
Ours 267 .548 0.456 215 .503 0.412 463
RankingR 0.252 .548 0.417 0.091 0.288 0.783 0.435
SSRCCOT 234 495 .507 0.081 0.360 1.505 .380
TCLCF .170 480 .843 .170 480 .843 338
RSiamFC .163 470 0.958 163 470 0.958 285
Struck 0.094 417 1.726 0.088 428 1.926 0.174
IVT 0.087 391 2.002 0.039 .366 0.331 0.110
o Qurs 1 ! [ ‘ [ ‘ ‘
HCF 0.9 09t Sg: B
SRDCF SRDCF
5€T4 08 081 sct4 | ]|
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FIGURE 5. Accuracy-robustness plot. Best trackers are closer to the upper
right corner.

tag_amera_otion :—$ﬂ O Ours
HCF
o) @ | | % 5o
? EBT
tag llum _hange % Staple
<] wt
tag_otion hange @

tagocclusion

<®
tagsizechange, m ]

0 1
Overall overlap

FIGURE 6. Overall overlap plot under different challenges.

expected average overlap (EAO) curves for these 7 trackers.
From all of the above, we can conclude that our tracker
has much better performance than the compared trackers.
The reason is that we design the appearance representation
model and spatial information model separately, and use
the output from the deepest CNN layer as the appearance
representation model and projection manifold as the spatial
information model, which forms complementary advantages.
Moreover, Figure 6 shows the overall overlap plot under dif-
ferent challenges, which also demonstrates the effectiveness
of our tracker.

61104

FIGURE 7. Expected average overlap(EAO) curves for 6 state-of-the-art
trackers. Our tracker has much better performance than the compared
trackers.

Furthermore, the raw FPS of the proposed method
is 112.354 under speed report for experiment baseline.
It is much slower than HCF tracker the value of which
is 328.7264, and it is also slower than SRDCF tracker
(503.1796 fps) because the projection sampling and feature
extraction from CNN take up most of the running time. But,
the computation efficiency of correlative filter makes our
tracker much faster than other compared trackers, and it can
track the object in real time.

For VOT2019 [54], our tracker is compared with 6 state-of-
the-art trackers: SSRCCOT [54] that adds a selective spatial
regularization to the CCOT [26] tracker, TCLCF [54], RSi-
amFC that is an extension of SiamFCtracker [55], RankingR
[54] that uses a light weight deep neural network, Struck [5],
and IVT [2].

Table 5 illustrates the expected average overlap (EAO)
as well as the accuracy and robustness raw values (A,R)
for the baseline and the real time experiments. And the no-
reset average overlap AO [48] is used for the unsupervised
experiment. The results show that our method outperforms
the compared algorithms.

V. CONCLUDING REMARKS

In real application scenarios, the target suffers more compli-
cated challenges, such as illumination change, background
blur, fast motion, various deformation, and others. In order to
design arobust tracker, it is necessary to control two dominant
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factors (appearance representation and spatial information),
which significantly affect the performance of the algo-
rithm. In this paper, we put emphasis on tracking the target
with drastic geometric deformation and design an appear-
ance representation model and a spatial information model,
respectively; then, the two models are combined to achieve
complementary benefits. In detail, based on the observation
that the features extracted from a deeper layer of CNN can
better describe the semantic information of a target while the
spatial information becomes less, and because the semantic
information is robust to appearance variations, we adopt the
features from the deepest layer as the appearance representa-
tion model. Then, since the projection group (SL(3)) is used
for describing the imaging process of geometric transforma-
tion in mathematics field, we utilize SL(3) group to model
the geometric transformation of a target, leading to a space
information model for our tracking method. Next, a discrimi-
native correlation filter is used to compute the scores for each
candidate tracking patch. Finally, by combining the infor-
mation from both the appearance model and space model,
the bounding box is located for each frame.

Extensive experiment results on OBT benchmarks and
VOT benchmarks show that our tracker outperforms all the
compared trackers. Furthermore, taking the advantage of
the high computational efficiency of the discriminative filter
using FFT, our tracker also has a higher speed report.
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