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ABSTRACT The existing medical imaging technologies have little consideration on color information, thus
most of medical images are gray. Classical hand-craft features-based methods have obtained unsatisfactory
results in colorizing medical images. Moreover, these methods ignore the deep feature of medical images
that represent pathology and color information. In this paper, we propose a novel method that iteratively
colorizes grayscale medical images under preserving content in fine-tuned deep neural network. To the best
of our knowledge, there is no currently work that attempts to colorize the medical image by using deep neural
network. Specifically, we propose Y-loss which is defined as nonlinear combination of £; and £, norm to
preserve content invariance between target and colorized medical image. Then, adaptive reference image
search algorithm is introduced to code reference and target medical image with D-hash and search reference
image in hash code automatically, which free the manual selection of the reference image. Extensive
experiment results show that the proposed method can generate higher quality colored medical image than
recent state-of-the-art methods, and can be approved by the doctor. The objective evaluation (PSNR and
SSIM) outperform an average increment 24% and 47% than baseline method, respectively. Our code is
available at: https://github.com/Tongshiyue/Adaptive-medical-image-deep-color-perception-algorithm.

INDEX TERMS Medical images enhance, color images, color transfer, deep neural network, automatic

search.

I. INTRODUCTION

Color transfer is a widely used method in grayscale natu-
ral images process, which has been proved to be effective
in images processing. The color of the reference image is
transferred to the target image by choosing a suitable color
image as a reference, so the target image has a similar color
distribution with the reference one. There are many end-to-
end color transfer methods based on deep learning, but most
of them are limited to transfer natural image.

In the field of biomedical, there will yield many medical
images every day with the popularization of medical diagnos-
tic equipment such as computed tomography (CT), magnetic
resonance imaging (MRI), ultrasound imaging (UI) and other
diagnostic. These medical images can help doctors diagnose
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and analyze disease, and decide whether need surgery. Med-
ical image processing algorithms have attracted more and
more scholars [1]. Among them, medical image coloring is
a common medical image processing direction. The color
medical image has broad application prospects in the fields
of image reconstruction, simulation, segmentation [2], virtual
biopsy, virtual surgery and clinical image diagnosis reference,
which can enhance the sense of visual reality and assist
diagnosis. For example, Virtual Endoscopy(VE) which based
on medical imaging and scientific visualization is to provide
trusty means for medical diagnoses by noninvasive demon-
stration anatomical structures and human’s lesions. The color
medical image can simulate the visual efferent of optical
endoscope, and increase the intuitive feeling of virtual obser-
vation, which is conducive to the correct judgment of obser-
vation [3]. It has been proved by clinical practice practice that
pseudo-color images can highlight the details of organs and
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FIGURE 1. The compare of grayscale and color medical image.

tissues better comparing with gray images [4], which can help
doctors make correct judgment and avoid misjudgment [5],
and also help for medical image segmentation [2], such as
the color medical image in Fig. 1 can easily distinguish to
the chest and lungs, glioma center, brain and bone. Fur-
ther, the commons prefer to read color image than grayscale
image. The color medical image can help patients observe
and understand medical images, which can increase effective
communication between doctors and patients, improve their
relationship to reduce unnecessary conflicts between them.

A. MOTIVATION AND CURRENTLY THREE PROBLEMS
Traditional colorization methods of medical image use
hand-craft features to construct a color mapping. These fea-
tures include sobel, local binary pattern(LBP), color wavelet,
statistic of pixel value, HOG etc. The hand-craft features
prefer to expression the properties of the image, e.g., shape
or color of the image. The deep features, extracted from deep
neural network, can effectively extract semantic content from
the medical image. These deep features consist of high-level
and low-level features. High-level feature contains global
context-aware information, which are more flexible than
hand-craft features information [6]. And low-level features
contain the spatial pixel details [7]. So deep features can both
construct the content and color representations of the medical
image. Nevertheless, due to the lack of paired training data,
the end-to-end study of medical imaging colorization algo-
rithms based on deep learning has not progressed. Therefore,
it is still worthwhile to explore how to apply deep color
transfer algorithm to the medical image field.

By analyzing the current research results of medical image
coloring, there are three problems need to be solved to achieve
accurate and satisfactory color medical images. Therefore,
our work can be motivated from this currently three problems.

1. How to reduce the difference between human preference
and medical images. Human preference refers that people
prefer to read color image, but almost all the medical images
are grayscale. Color medical images can reduce doctor’s
visual fatigue, and visualize the tissue area clearly [8].

2. How to make full use of low- and high-level feature dur-
ing medical image colorization. At present, most of the med-
ical image coloring only utilize hand-craft features, which
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may lose some important information [6]. To the best of our
knowledge, there is currently no medical colorizing algorithm
has considered deep feature.

3. How to preserve content invariance between original and
transferred medical image. Content invariance ensures that
colored medical images still have diagnostic significance.
In the process of coloring, the pixels value will be changed,
which destroys the content details of the medical image so
that yield meaningless colored medical images.

B. OUR CONTRIBUTIONS

From a practical perspective, our approach is an effective
algorithm for medical image colorization suitable for medical
diagnosis and cleverly avoids the lack of paired training data
problem. For medical diagnosis, an intact content of colored
result is very important and helpful for doctors to diagnose
the illness and make the right therapeutic schemes. To pre-
serve the content invariance, we combine hand-craft and deep
features in the process of colorization. And we compare our
method with other methods only with hand-craft features,
our method take full advantage of the learning capability
of deep CNN to extract deep features, which can avoid the
paucity of representativeness of color and content of images.
The colored medical image can satisfy the need of human
preference, reduce visual fatigue of the doctor and promote
communication between doctors and patients at the same
time. The main contributions of this paper are summarized
as follows:

1. Medical images are colored by using content and color
representations extracted from deep neural network. These
representations can both preserve content of grayscale med-
ical image and extract color of the reference image. This
colored medical image has more semantic information than
colored ones by traditional methods. This is the first approach
to color medical using deep feature of image extracted from
deep neural network.

2. The Y-loss function which is defined as nonlinear com-
bination of £; and ¢; norm is reported to preserve details of
physiological tissues invariance between target and colorized
medical image in the colorization process. It is the guarantee
for doctors to diagnosis by colored medical image.

3. The reference image is automatically retrieve by adap-
tive method which codes reference and target medical
image with D-hash. This method avoid doctor operation and
achieves fully automatic coloring.

The organization of this paper is organized as
follows. Section II introduces related work. Section III intro-
duces our proposed method, including content preserva-
tion (Section III-A), local feature mapping (Section III-B),
adaptive retrieval strategy(Section III-C), other loss func-
tions (Section III-D) and algorithm of overall framework
(Section III-E). Section IV introduce the experiments and
results, include implementation details (Section IV-A),
parameters (Section IV-B), and results and comparison
(Section IV-C). Section V gives an analysis about our
method. lastly, Section VI summarized our method.
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Il. RELATED WORK

The existing methods of image colorization can be divided
into two classes: one is the hand-craft-features-based col-
orization method, the other is deep-features-based method.
An overview of topic can be summarized as followed.

A. HAND-CRAFT-FEATURES-BASED COLORIZED METHOD
The core of hand-craft-features-based colorization method
is the gray-to-color mapping constructed by the hand-craft
features of image, such as pixel value, frequency and so
on. Then, color the gray-scale image by this mapping
relationship.

There are proposed tremendous representative works.
Ning et al. [9] propose a colorization method. Firstly,
this method combines Sobel operator with label watershed
segmentation algorithm to highlight the tissues contours
to obtain better pseudo-color processing results. Secondly,
the Fourier transform-based frequency domain pseudo-color
colorization technique is used to color the processed data.
Zeng et al. [8] propose an image coloring method based
on multi-feature fusion. Firstly, this method uses the Sobel
operator to find the gradient features of medical images in
four directions, and combine the luminance features to obtain
a multi-feature vector for each pixel. Then, based on this
vector, the K-nearest neighbor map is constructed to find
the representative seed pixels, and construct the hierarchi-
cal structure. After the dimensional reduction of the top-
most representative pixel, the low-dimensional representa-
tion of all pixels can be obtained by interpolation from the
top to bottom. Lastly, the whole image have color infor-
mation by the similarity relationship between pixels with
color information and pixels without color. On this basis,
Zeng et al. [10] then propose a method combining hierar-
chical density peak clustering, which uses local density and
neighborhood relationship of pixels to select regional repre-
sentative points. Finally the color is diffused to the whole
image through the colored representative points. The research
on medical image colorization has been uninterrupted, indi-
cating that this field still has high research value.

In addition, there are many methods to color grayscale
images combined with the color transfer. Welsh et al. [11]
propose a color transfer approach. This method obtain the
best match between the reference and grayscale image by
the luminance value and neighborhood statistics of the pixel.
Xiao and Ma [12] propose a method of color transfer in any
color space. The pixel of the target image is transformed to
adapt the reference image by the rotation matrix that obtained
by the covariance matrix of the pixels. Huo et al. [13] intro-
duce a colorization method combined with clustering. It uses
the subtractive clustering to initialize the initial value of FCM,
then uses FCM clustering to complete the segmentation of the
source and the target image. Find the match between the two
images, then transfer color. He et al. [14] propose a coloriza-
tion method based on different emotions. This method uses
target scheme, which select directly or put the selected closet
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scheme by main color in the reference image, to color the
target image. Although these methods achieve colorization
of medical images, but all have the same limitation that only
the hand-craft features of the image are used to color without
considering the deep features of images.

B. DEEP LEARNING-BASED METHOD

Recently, with the development of deep learning, convolu-
tional neural network has shown a great potential in computer
vision and image processing. Naturally, some incorporate
CNN to automatically color images. Many automatic color-
ing methods are based on neural networks trained by a large
number of data sets for special scenes. lizuka et al. [15] train a
coloring neural network by using different data sets including
indoor and outdoor scenes to achieve fully automatic coloring
without human intervention. The coloring network consists
of four sub-networks, which combines local and global fea-
tures, to make gray natural images have real scene colors.
Su et al. [16] combine the U and V channel of an image, and
obtained the value by pre-trained two neural networks respec-
tively, with the brightness value Y to generate color image.
However, it is very difficult to acquire enough color medical
image datasets to train neural network. Training a colored
neural network is not suitable for medical image. Therefore,
we will not build and train a coloring neural networks.

Very recently, the method combined with deep learning
and color transferring have proposed. Some works show
pre-trained networks can be used to generate image that the
user expected by extracting deep features to construct and
optimize the feature loss functions. In feature inversion [17],
feature visualization [18], [19], image stylization [20]-[22]
use this strategy [23]. This method does not require a large
amount of training data to train a deep network. Consider-
ing the application scenario of this paper, it is decided to
adopt the same image-based iterative method to color medical
images. Gatys et al. [21] propose a style transfer method that
combines the content of the target image with the style of
the reference image by minimizing the feature reconstruction
loss. The feature reconstruction loss is constructed by using
the features on the different layers, which includes the con-
tent loss (1) and the style loss (2). The content loss keeps
content of the output image the same as the target image.
The style loss (2) preserves style of the reference image.
But the result of this method similar to abstract art between
two realistic images. Subsequently, Li and Wand [24] pro-
pose an approach, which combines the markov random field
model (MRF) with the pre-trained deep convolutional neural
network, and enhances the spatial relationship between pix-
els. Therefore, texture distortion can be improved to some
extent. But for the realistic image colorization, the better
output image is produced because of the similar feature maps
in high layer when two images with the similar appearance
and size.

In order to solve the problem of detail distortion,
Luan et al. [25] propose an image photorealism regularization
term based on local affine of small regions in the color
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space. And they introduce a style loss function combined
with semantic segmentation. The regularization (4) can con-
strain the transformation of edges by calculating the matting
Laplace matrix of the target image, so the output image can
retain the real details of the target image. Adding seman-
tic segmentation can effectively avoid the content-mismatch
problem and improve the color result (3). The total structural
loss used by Luan et al. [25] is (5). The regularization term
can not make human eye to find the loss of its details, but
the details still have some losses which seen by the objective
evaluation index (SSIM) (in Table 1). In addition, when the
target image has N pixels, the matrix has an Nx N size which
becomes larger as the image becomes larger. Undoubtedly,
calculation of this matrix increases the consumption of com-
puter memory and running time. Through experiments, it is
found that the convergence of the regularization loss is slow,
and the loss of the image field is not considered. Therefore,
this paper optimizes it to suitable for medical image coloring.
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where L represents the number of convolutional layers.
I represents the /th layer with the N; fitters each with the
feature maps of size D;. F;[-] € RN *Pl is the feature map
in layer /. i,j denote the position i and j. Gram matrix is
calculated by G[-] = Fi[-]F[[-] € RV>N that is the inner
product between vectorized feature maps in layer /. C is the
number of channels of the segmentation mask, M; .[-] is the
¢ channel of segmentation mask which adapts the size of
[th layer’s feature map by downsampling. M; is Matting
Laplacian Matrix with N x N size that only related to the
target image with N pixels. V.[O] is the vector(N x 1) after
vectorizing the output image in the ¢ channel. «; and S; are
the weights that control the effect of each layer, I is the
weight that balance content and style, the weight A controls
the regularization.

In the medical field, CNN is widely used to deal with med-
ical problem [26]. Liu et al. [27] introduce a method to auto-
matically segment brainstem gliomas by CNN model. Their
method handles great difficulties in brainstem tumor segmen-
tation by combining two types of multiscale feature-fusion
network structures in CNN model. Phan er al. [28]
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introduce a joint classification and prediction CNN frame-
work to automatically classify sleep stage. They use
multi-task softmax layer and multitask loss function to train
network as multi-task framework. As can be seen from above,
deep neural network can promote biomedical research. In this
paper, we focus on a deep color medical image model to
explore the automatical colorization by using deep neural
network.

There are many methods in the field of image matching,
such as technologies based on local descriptors [29], hashing
algorithms. Hash learning technology uses binary coding
to represent data information [30]. Hash technology can be
applied to image retrieval tasks to represent images as a series
of binary codes [31]. Binary coding is used to implement
image retrieval, so the retrieval speed is fast and the storage
space is small. Our method use hash technology to retrieve
reference images.

ill. METHOD

In this section, we present our proposed framework in details.
The framework of our model consists of three parts: adaptive
retrieval, colorization and imaging module as shown in Fig. 2.
Adaptive retrieval strategy can retrieve a reference image as
the input of the colorization module. Colorization module can
generate a colored medical image as the input of the imaging
module. Imaging module can restore colored image to size of
original image and enhance its color. In the following, we first
describe the details of the vital innovative part, which is the
Y-loss Ly and Local feature mapping Lcojor_swap applied
in colorization module. Secondly, we introduce the adaptive
retrieval strategy. Lastly, we show the other loss functions and
algorithm of our method. The total loss function is as follows:

L

Liotal = aLe + ALy +T Z ﬂl££.010r+ + ¥ Leolor_swaps (6)
=1

where £.(1) and Ly(7) are used to preserve content of med-
ical image. Ei oior+(11) and Lecolor_swap(9) are used to color
medical image. o, A, I, B, y are the weight of these losses.
Lis{l1,2,3,4,5}.

A. CONTENT PRESERVATION

In order to ensure the colored medical image still able to be
used for medical diagnosis, the key point is that the content
and details of the colored medical image is consistent with
grayscale one. Therefore, we constrain the content generation
by the content loss in the deep feature field, and Y-loss in
hand-craft feature field. As we know, the YUV color space
solves the compatibility problem during the transition period
between color TV and black-and-white TV. When Chromi-
nance(UV) is removed, the remaining luminance(Y) signal
saves all the data recorded by black and white video. So the
luminance information of Y channel represents the content
of the image in the YUV color space. The value of the image
in the Y channel can be used to construct Y-loss to keep the
structure of the output image consistent with the target one
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FIGURE 2. The overall framework of our method. Adaptive retrieval strategy is used to search the reference image in image library.

To accelerate calculation, the source and reference medical image are uniformly resized in 224 x224. Colorization module is adopted to color
the target image /', where Y-loss and content loss are introduced to ensure texture structure of target image /’. Besides, we use additional
image color loss to preserve color invariance between generated and reference images, and local feature mapping loss to maintain the spatial
relationship among pixels. Note that all the losses in colorization module are calculated in fine-tuned VGG19 network, which can be clearly
observed in Fig. 1. Imaging module is used to enlarge the size of output image O by colorization module to be same with source medical
image /. In order to preserve the texture structure consistency between enlarged output image O’ and source medical image /, we integrate
the U&V values of output image O’ and Y channels of source medical image / to form the desired color image.

during the iteratively updating process. We achieve the above
goal by minimizing the following loss function:

Ly = 55 (avlity = Oyl + (1 —ap) 11y —0y13) . (D)
where Iy, Oy are value of Y channel of image / and O in
YUYV color space, respectively. D is the number of pixels of
Iy and Oy, ay is the weight to control the rate of £; and ¢»
norm. Ly is £; norm when oy = 1, which can get much
sparse solution and automatically select important features,
and speed up image update. ¢, when ay = 0, can make
image smoother and suppress noise of the generated image.
The user can adjust the value of oy based on the image. The
derivative of this loss with respect to the pixel values of the
Oy equals

oL 1
ﬁ :B(ayC—(l—OfY) (IY_OY))v (8)

where C is a constant.

B. LOCAL FEATURE MAPPING

In the pixel-level model, the colored result of each pixel
is independent of other pixels. When coloring images, it is
quite difficult to evaluate the semantic relationship between
adjacent pixels [24]. The use of the Gram matrix in the color
loss only maintains the global consistency of the image in
each layer of the segmentation mask, but can not maintain
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its spatial relationship. Therefore, to enhance the spatial rela-
tionship between the pixels during coloring process, we pro-
pose local feature mapping.

Firstly the deep features of the 3th, 4th and 5th layers of
the target and the reference image are extracted, i.e., F’ L FL
{L = 3,4, 5}; Feature maps of the target and the reference
image on each layer are divided into 3 x 3 X n size, n is
the number of feature map channels. For each patch on the
feature maps of the target image, the most matched feature
patch can be found by convoluting with the feature patches of
the reference image as convolution kernels. F; A s! (I, S) is the
nearest neighbor matching patch for patch i, instead of F;/(I).
The replaced feature image of the target image is expressed
as FIS'(1, 5).

In the process of iteratively updating the initial image,
we hope the local features of the output image are consis-
tent with replaced features as much as possible, so the loss
function is defined as the following formula:

5
1 I
Lcolor_swap = T[D[ E (FI[O] - FIS [I, S])i, (9)
=3

where F![0] is the activation of the ith filter at position j in
layer £ of the output image, F' 18! [1, §] is the replaced feature
maps in layer ¢, N; represents fitters with the feature maps of
size Dy in layer £. The derivative of this loss with respect to
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the activations in layer / equals:

a £color_swap
!
oF i

5
1 1
—_ F'[O
. vy ,;( [
0, otherwise
(10)

- FIS'11, Sy, if F4i01>0

The gradient of Lcojor_swap With respect to the pixel values
of the output image O can be computed using standard error
back-propagation.

C. ADAPTIVE RETRIEVAL STRATEGY

The adaptive retrieval strategy allows the coloring system to
automatically retrieval an image as the reference image, thus
eliminates human manipulation. We build two reference data
sets (the pseudo-color dataset and real-human-slice dataset)
for two different research purposes. One of the purpose is
to highlight the different organs. The other is to restore the
physical color of the organs as much as possible. According
to different purposes, users can choose artificially. We use
hash retrieval method to retrieve the reference image based
on the target image. The specific operation process is as
follows, firstly, we get hash library ®_ by using difference
hashing(D-hash) [32] in one reference image dataset. D-hash
is mainly divided into 5 steps. The first step is to reduce the
picture to a size of 9 x 8, a total of 72 pixels. The second
step the image is converted to 64-level grayscale. The third
step the difference is calculated. The 8 different values of
each row of the matrix are obtained by subtract two adjacent
elements(left element minus right element). The next step
process the binary difference values of the each row. The last
step, combine the 64 results to get a hash value. Secondly,
we get a hash code H; of the target image in the same way.
Finally, a reference image is retrieved by XOR operation
between H; and all hash codes of ®p . The whole process
of adaptive retrieval strategy display in the upper left part of
the Fig. 2.

D. COLOR LOSS AND CONTENT LOSS
The color loss can be denoted as:
c
1
Lo = T > (GrelO1 = GrelSDy, (D)

c=1 le ij

which builds upon (3) to maintain the global consistency of
color between the output and reference images. G; .[-] and
N f . 1s defined in Section II-B. This content loss equals (1),
which maintains the global consistency of content between
the output and target images.

The gradients of two losses with respect to the activations
in the layer / are following:

1
0L, —(F'to1 = F'iuny;; if FL
; — NIDI(F (O] = F'[I]y, if FylO1>0 (12)
aFif 0, otherwise
56564
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Matched Target Image

FIGURE 3. The process of local feature mapping. For the each patch of
feature maps of the target image, the matched patch is found in feature
maps of the reference image, then replace the patch of feature maps of
the target image with the matched patch.

8L"iolur"’
OF
2 & T
= (MI,C[IJ(FZMI,C[IJ) (Gr.clo) - Gl,c[S])) ,
Nl,c c=1 ij

if Fjlo1>0
0, otherwise
(13)

The standard error back-propagation can be used to readily
compute the gradients of £, and Eé lor+ With respect to the
pixel value of output image O.

E. ALGORITHM OVERVIEW

In this section, we give an overview of our algorithm. Firstly,
we compress the target image to a fixed size to reduce the
resource consumption, because the time and hardware con-
sumption of the algorithm will increase with the increase of
the image size. Then, we always resize the reference image
to the same size as the target image before computing its
feature representations since compare the image information
at the same scales. Finally, we enlarge the colored image
by interpolation to the original target image size, and then
combine the UV channel value of the enlarged image with the
Y channel value of the original target image in the YUV color
space to obtain a clear colored target image. The algorithm of
the whole coloring process is as follows Algorithm 1. The
gradient of the total loss with respect to the output image O
equals

1 L 1
3 Lyotal . aaﬁc ) ﬂ Z color+ ) %
90 oOFf, 20 T FL 90
F!
aLcolar swap oF Ty
+y— " 14
T TR

The update formula for the output image is: O := O—n-—=24 oL Sl

IV. EXPERIMENTS AND RESULTS

A. IMPLEMENTATION DETAILS AND DATA SETS

In this paper, VGG19 is fine-tuned in medical data sets to
adapt to the research of this paper. Some numerical optimiza-
tion strategy can use the gradient with respect to the pixel
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Algorithm 1 Coloring and Imaging

Input:
target medical image [ that need to color, and fine-tuned
VGG19.

Output:
colored medical image O with the content structure of the
target medical image /

1: The reference medical image S < adaptive search strat-
egy.

2: Calculate I’ and S’. Resize medical image I and S to the
fixed size.

3: Calculate [y, and Ss < K_means(I’,S’), where
K_means() is the segmentation algorithm by using
k-means clustering method.

4: Extract feature maps F ;, F SL/ F Ifl i’ F SLm
<« VGGUI',S', I, Sseg), Where VGG() is the
VGG19 network.L = {1, 2, 3, 4, 5}
if O does not exist then

Random initialization to generate a noisy image O
end if

for t = 1 to maxiter do

Feature maps F g <~ VGG(0)

10:  Calculate the gradient of whole loss function Ly
with respect to the O using Equ 14.

11:  Update the output medical image O by 0" <«
o= — n%, where use the gradient-base opti-
mization to minimize L.

12: end for

13: O <« resize(O), where the size of medical image O’ is

the same as the size of I. resize() is the resize function.

14: O « O’UV + Iy, where O/UV is the U and V channels of

O’ in YUV color space, and Iy is the Y channel of I in
YUYV color space.

il A

values % as input. Here we use L-BFGS-B [33]. The
optimization of this paper is initialized with the output of
the Style algorithm [21] replaced the style loss by augmented
style loss [25]. The result initialized by which has a better
optimization work than using (6) directly. For natural images,
the region relationship between images can be matched by
semantic labels, but it is not applicable for medical images
without labels. So we use the similarity region matching
map obtained by clustering the target image as the image
segmentation mask to guide to color the target image.

For the data sets of our paper, a part of the MRI images
come from ADNI dataset, the other come from Glioma
dataset. The ADNI dataset is the important component of the
comprehensive dataset collected in The Alzheimers Disease
Neuroimaging Initiative (ADNI) whose primary purpose is
informing the design of therapeutic trials in Alzheimers
disease(available at http://adni.loni.usc.edu). Glioma dataset
comes from Harvard University Public Dataset (available
at http://www.med.harvard.edu/AANLIB/home.htm). Ultra-
sound images come from a 3-A major Hospital in Chongqing,
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TABLE 1. The objective evaluation of different y.

v 1 10 102 103 104
PSNR  30.48+2.43 29.864+1.53 2948+ 1.62 17.57+0.96 16.15+1.05
SSIM  0.93+0.03 0.89+0.03 0874+0.05 0.354+0.06 0.2840.05
FSIM  0.974+0.01 0.964+0.01 0974001 0724004  0.67+0.05

China, collected from 2014 to 2015, include intrauter-
ine early pregnancy, gallbladder, liver, kidney and so on.
CT images come from the dataset of the first Tianchi med-
ical AI competition:intelligent diagnosis of pulmonary nod-
ules. The contest dataset provides thousands of low-dose
CT (MHD) images of the lungs of high-risk patients, each
contains a series of axial sections of the thoracic cavity
(available at https://tianchi.aliyun.com/competition/entrance/
231601/information). The real-human-slice dataset is con-
structed by selecting the color cryosections image. The color
cryosections images come from the Visible Human Project
of U.S.National Library of medicine. The VHP provides
a public-domain library of cross-sectional cryosection, CT,
and MRI images obtained from one male cadaver and one
female cadaver. The Visible Man data set was publicly
released in 1994 and the Visible Woman in 1995(available
at  https://www.nlm.nih.gov/research/visible/photos.html).
The pseudo-color dataset is constructed by selecting the
pseudo-color image from the Internet. https://www.vcg.
com/creative, this network provides free figures for everyone.

B. PARAMETERS

This section describes the parameters of our experiments.
Since pseudo color is richer in color than physical color,
the experimental effect can be seen more clearly, so we use the
reference image from the pseudo-color dataset to experiment.
In this paper, we fix the weight « of the content loss to 1,
and the weight I' of the color loss to 102, refer to [21]
and [25]. Likewise, the weight 8; of the contribution of the
color loss in each layer is fixed to 1, refer to [21] and [25].
To illustrate the effect of y, we fixe A to 10%, and produce
results using our approach with different value of y on the
data set. This data set is made up of three modality medical
image data sets:MRI,CT and Ultrasound data sets, detailed
by Section IV-A. Fig. 4 shows the effect of different value
of y on the result. Table 1 shows the average value and
the standard deviation of PSNR, SSIM and FSIM on this
data set. We can see from Table 1, y = 1, 10, 10% can get
higher objective evaluation value than other y value. But
when y = 1, the same organs has different colors, e.g. the
telenecephalon. Combine with visual perception of result,
y = 10 is better, because results are more clearly, and can
keep spatial relationship between the pixels.

To illustrate the effect of A, we produce colored result by
setting different A value when y = 0. The results are shown
in Fig. 5. Through experiments, it is found that the feature
local mapping loss Lcoor_swap can affect the effect of Ly.
There is a certain proportional relationship between weights
of A and y. So we explore the optimal rate between A and y.
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FIGURE 4. Different results about y (xy = 0). Different values of y has
different results, when y is too large, the image blurs. The objective
evaluation (Table 1) also shows the content will loss the more when the
value is higher. The Feature Local Mapping loss can affect its content
structure because of the feature of the output image combined with one
of the reference image, therefore, the higher the weight, the lower the
SSIM and PSNR. By comprehensively considering the experimental results
and the objective evaluation, y = 10 is the best parameter. When y = 10,
the output image have high the objective evaluation while maintain the
local relationship between the pixels, since the same organ keeps the
same color.

(a)Input and
reference

(b)A =10% (c) > =10

(dr=10" (&)X =10° (H A =10°

FIGURE 5. Different results about 1. A too small A value cannot prevent
details, the content of the result is not clear, look detail in (b,c). As A
increases, the sharpness of the image increases gradually (a-f show detail
of results), in other words, £y can maintain the texture of the target
image.

The Fig. 6 shows the different results with the different
rates (defined by 1 /y ), the objective values are calculated on
100 images, the parameter oy = 0. Table 2 shows the values
of the PSNR,SSIM and FSIM. When rate is too small, 10~!,
SSIM(the second column) is the lowest, it means content
of the output image is not preserved. As increase with rate,
the SSIM and FSIM increase. However, when rate is changed
from 10* to 10°, mean values of the three indicators slightly
change, but the standard deviation only changes 0.2, which
means the result are more sensitive to image quality and
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(eyrate = 10° (fyrate = 10*
(b)rate = 10" (c)rate =10

(e)rate = 10°

(a2)reference image (fyrate = 10° (g)rate = 10°

FIGURE 6. Results of The Different Rate (1/y). We produce results using
our method with different rate. A too small rate make the blur result and
thus the result cannot be used to diagnose disease look in ((b),(c)). When
rate is more than 103, the result is clear look in ((e)-(g))-

TABLE 2. The objective evaluation of different rate.

Rate -1 10 102 10 10* 10°

PSNR  17.61+1.46 18.71+£1.27 23.73+1.51 29.70+1.41 31.69+1.94 31.78+2.19
SSIM  0.45 +0.09 0.49 £+ 0.07 0.70 & 0.06 0.89 & 0.03 0.94 +0.01 0.95 £ 0.01
FSIM 0.70 & 0.05 0.73 +0.04 0.86 & 0.04 0.96 & 0.01 0.97 +0.01 0.98 +0.01

more unsteadiness. Therefore, we comprehensively consider
objective evaluation value and steadiness, rate = 10% is the
best parameter.

In order to more intuitively demonstrate the effect of dif-
ferent «y, we show different experiment results in Fig. 7.
We use three medical images data sets obtained from three
different imaging principles including CT, MR and Ultra-
sound. Each of data sets randomly selects 100 images for
experiment. We use the same framework only difference in
Ly to generate result. We calculate the objective evaluation
(PSNR and SSIM) of the result when the Y-loss with oy = 1
and ay = 0. Fig. 8 show the PSNR and SSIM of different
kinds of images, respectively.

In Fig. 7, L1 represents £1 norm, similarly, L2 represents
£, norm. To compare the effective of the norm, we pay more
attention to SSIM of the image. As shown in Fig. 8, Ly con-
structed by ¢, can get better SSIM in CT and MRI datasets,
because the SSIM of more than half of results obtained by
£ is higher than results obtained by £; in boxplot. From the
difference between the minimum and maximum value we can
see that, Measures of Dispersion of the results obtained by
£, is lower than the results obtained by £;. However, in the
Ultrasound dataset, the minimum of the results obtained by ¢
is higher than the minimum obtained by ¢», which because
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FIGURE 7. Results of The Different ay. L1(the third column) is £; when
ay = 1, L2(the fourth column) is ¢, when «y = 0. The fifth, sixth, and
seventh columns show the results of different «y value.
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CT(LL)  CT(L2)  Glioma(Ll) Glioma(L2) ULT(LL)  ULT(L2) CT(L1)  CT(L2) Glioma(L1) Glioma(L2) ULT(LL) ~ ULT(L2)

(a) PSNR Values (b) SSIM Values

FIGURE 8. The Objective Evaluations on Three Datasets. Both PSNR and
SSIM are calculated from the images generated by the Y-loss with «y =1
and ay = 0.

of the sparse selection nature of £;. Moreover, the Ultra-
sound image have serious noise due to its imaging principle,
the effect of this noise on the colored result is reduced.

C. RESULTS AND COMPARISON

To assess the results comprehensively, the subjective and
objective evaluation are conducted on colorized images.
The former includes common image transformation metric,
the latter focuses on chief doctor diagnosis.

We prove the effectiveness of our method by comparing
with the following algorithms. The dataset of our experiment
is constructed by MRI images, CT images and ultrasound
images, respectively. In order to show the two different pur-
poses of our algorithm at the same time, we use the image
of the pseudo-color dataset as the reference image of CT and
ultrasound images to highlight the organ, e.g the lung is dyed
purple, and use the image of real-human-slice dataset as the
reference image of MRI images to restore real tissue color.

In order to compare the experimental results of various
color transfer methods, we fixe reference images to maintain
the same conditions except for colorization methods. Then
we analyze the results by combining the objective evaluation
(shown in Table 3) with visual effect (shown in Fig. 9).
We compare our method with TCGI [11], ICTEDE [14] and
CTCCS [12] across a series of CT, MRI and ultrasound
medical images, these method is based on hand-craft feature.
This three methods transfer color from the reference image to
the target image by the hand-craft feature that include mean,
covariance, luminance and pixel value. We can see that the
result of ICTEDE [14] have not the color of the reference
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Target image MRFCNN[24] DPST(25] ADPST[22]

D DD

Reference image TCGI [11] ICTEDE[14] CPAMI[8] CTCCS[12]

COPOD

‘Target image MRFCNN([24] DPST]|25] ADPST[22] Ours

TCGI [11] ICTEDE[14] CPAMI[8]

Target image MRFCNN(24] DPST[25] ADPST[22] Ours

FIGURE 9. Comparison of our method against seven methods. TCGI [11],
ICTEDE [14], CPAMI [8], and CTCCS [12] color medical images based on
hand-craft features. MRFCNN [24], DPST [25], ADPST [22] are recent color
transfer methods based on deep features.

image, because the method of ICTEDE finds the main color
of the reference image and further select target scheme to
change the pixels of grayscale image to close the theme by
linear transformation. Therefore, this method globally change
the color of the target image, the result depends on target
scheme. The CTCCS [12] is same as ICTEDE in global linear
transformation. So, the results of two methods only have less
colors, not transfer the whole color of the reference image to
the target image. TCGI [11] is the local match method that
can color different colors. The visual effect of result based
on the luminance and neighborhood statistics of reference
image, in the other word, the results of TCGI have not sematic
information, e.g. the result should not have the color of water.
Our approach adds the segmentation of the reference and
target images, so the result have the sematic information.

We also compare with CPAMI [8]. The results of CPAMI
are drastically different from ours because CPAMI focuses
on regional significance ignore texture details. Therefore,
the results of CPAMI have lower PSNR and SSIM, but higher
entropy as shown in Table 3. Our result focuses on the detail
of content, the entropy is closer to entropy of the target
image(the values of the brackets in Table 3).
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TABLE 3. The objective evaluation of results.

DPST[25]
Methods TCGI[11] ICTEDE[14] CTCCS[12] CPAMI[8] MRFCNNJ[24] ADPST [22] baseline — method  °YT approach
MRI_PSNR 30.470 37.459 20.686 12.389 20.484 20.249 18.337 34.086
CT_PSNR 33.545 38.142 23.357 12.836 21.357 18.681 19.195 35.051
ULT_PSNR 25.997 34.274 25.239 11.074 15.931 12.700 20.611 41.797
MRI_SSIM 0.931 0.925 0.775 0.163 0.475 0.710 0.637 0.964
CT_SSIM 0.955 0.863 0.881 0.577 0.433 0.745 0.714 0.939
ULT_SSIM 0.935 0.808 0.824 0.240 0.218 0.427 0.691 0.984
MRI_FSIM 0.946 0.985 0.934 0.606 0.736 0.832 0.800 0.942
CT_FSIM 0.925 0.939 0.944 0.712 0.744 0.881 0.812 0.924
ULT_FSIM 0.907 0.986 0.909 0.651 0.648 0.683 0.769 0911
MRI_Outrval 89.691 91913 79.861 58.445 51.738 47.514 42.831 101.445
CT_Outrval 69.088 62.727 62.689 33.777 56.524 40.162 43.907 64.733
ULT_Outrval 79.270 61.956 64.747 134.618 94.195 16.563 40.171 58.780
MRI_Entropy 7.280 6.859 6.990 5.316 7.288 6.994 6.758 7.2126(7.168)
CT_Entropy 5.871 6.402 5.318 3.348 7.088 5.820 6.664 6.007(5.704)
ULT_Entropy 6.778 7.094 6.238 4.946 7.616 5.474 6.754 7.040(6.696)

We compare with DPST [25], MRFCNN [24] and
ADPST [22] that image-based iterative method by deep learn-
ing, which transfer the color to the target image. The result of
MRFCNN [24] has unclear texture, the detail of the colored
brain MRI image is blurred such as ectocinerea. ADPST [22]
transfer color based on segmentation image obtained
by PSPNet, which is trained on ADE20K dataset. Colored
lung CT obtained by ADPST has uneven color and the ultra-
sound has little color on it. Seen from the SSIM of penul-
timate column in the Table 3, the approach of DPST [25]
is blurrier than our result. We calculate average growth rate
between the result of DPST and our method. The average
growth rate of SSIM is about 0.292, and rate of PSNR is about
0.472. We show more results in Fig. 12. The tissue structure of
the colored medical image is more salient than the grayscale
one, e.g., The last column in Fig. 12 is the colored chest CT
images, the lung in the image is highlighted by the different
color, so doctor can easier to observe pulmonary.

D. QUALITATIVE EVALUATION CRITERION

In this subsection, we give the qualitative evaluation cri-
terion of our approach. We display the target image and
color results to three doctors (radiologists) who are from the
class-A major hospital in Chongqing, China. The two of them
are the director doctor and medical students of the Depart-
ment of Radiology, respectively. Another comes from the
Department of Ultrasound. The three doctors give us a report
about the results obtained by our algorithm, including false
color and physical color results. This report includes three
scores, the one is whether the colored results can influence
diagnostic, the one is whether histological structure of organs
is clear, and the last one judge whether the coloring effect is
good or not, which is only for the real physical color result
(The level is 1 to 5, 5 represents the best level, 1 represents
the worst level). The scores are shown in Table 4.
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TABLE 4. The scores of qualitative evaluation criterion.

Score  score_one  score_two  score_three
MRI 4.88 4.88 4.60

CT 493 4.87 4.70

Ult 3.32 4.90 475

For the score_one in Table 4, it can be seen that the coloring
results of MRI and CT can be used as the diagnosis basis
for the doctor, which also reflects that the doctors agree with
this method. But for the ultrasound results, the doctors give
a lower score, because colorization make the information
inconspicuous for the original color ultrasound image. The
score_two indicates that the doctor could not detect a detailed
change in the coloring results. Obviously, score_two explains
the proposed method possessed sufficient feasibility. For the
score_three, it can be seen that the values are between 4 and 5,
which indicates that the doctor is still satisfied with the results
with true physical color.

V. DISCUSSION

We first discuss the convergence rate of losses. The con-
vergence rate of losses is plaint in Fig. 10 under the same
conditions. The total loss consists of only two losses in the
process of colorization (written in parentheses in the top
right of Fig. 10), which avoid the result to be influenced by
other loss functions. We calculate the value of L. (L_content
in Fig. 10) by using the total loss that consists of the L.
loss and L,,;,,+ loss. The value of L4 (L_m in Fig. 10)
and Y-loss are calculated by combining L.+ and L4 or
Y-loss as the total loss. Y-loss contains oy = 0 (Yloss(MSE)
in Fig. 10) and ey = 1(Yloss(L1) in Fig. 10), £ A4 is defined
in (4). In order to see its convergence, the value of each loss
is kept in same range, which does not affect its convergence.
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—— Y-loss(MSE)/1e3(L_color+L_Y)
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200000

150000

The value of losses

100000

50000

0 10 20 30 40 50
iteration

FIGURE 10. Losses Convergence rate. It shows convergence rate of the
four losses in the process of colorization, which are £ (L_content),
L aq (L_m), Ly ((Yloss(MSE)), when «y = 0, and (Yloss(L1), when

Qy = l)).
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FIGURE 11. Results about different losses combination. It can be seen the
first column of the result shown only the style loss combine with Y-loss to
be used generate output image, and the second column show the result
of adding local feature map to ensure its spatial relationship and reduce
the uneven color distribution. The third column show the result of adding
the content loss to constrain content changes from deep feature level.

We iterate 500 times in each experiment, and draw a point
every 10 times. It can be seen that the convergence speed of
the Y-loss is faster than other losses.In other word, Y-loss can
quickly construct the content of the output image.

Secondly, we discuss the rationality of the total loss func-
tion in this paper, we analyze the rationality by loss ablation
experiment. In order to see the effect clearly, we only show the
output images obtained from the colorization module without
entering the imaging module to magnification optimization.
We randomly select 30 images from ADNI and Glioma
databases to color respectively, and then calculate their objec-
tive evaluation severally. The Fig. 13 and Fig. 14 show the
PSNR and SSIM in two datasets each with 30 images.
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(A)MRI  (B) Colored  (C)ULT (D) Colored (E) CT (F) Colored
Target Image Output Image Target Image Output Image Target Image Output Image

FIGURE 12. Our Result. The (a),(c),(e) columns are the target images from
three different medical diagnostic equipments. The reference images
come from public images. The (b),(d),(f) columns are the colored medical

images using our method.

PSNRs of images

— Glioma(L_color+L_Y)
Glioma(L_color+L_Y+L_swap)
—— Glioma(L_color+L_Y+L_swap+L_c)

—— ADNI(L_color+L_Y)
—— ADNI(L_color+L_Y+L_swap)
—— ADNI(L_color+L_Y+L_swap+L_c)

0 5 10 15 20 25 30
index number

FIGURE 13. PSNR value. It shows that PSNRs of 60 images with different
loss combinations. There are 60 images from two different data sets, each
have 30 images, we calculate PSNR of each image to draw this figure.
Contrast the green and gray lines (or red and yellow lines) can be found,
Lcolor swap €an change content of the output image. Contrast the gray
and black lines (or yellow and blue lines) can be found, £¢ can enhance
content invariance.

In this two data sets, the result obtained by UC olor+ With Ly
has bad visual effect, which has different colors in one brain
tissue. In order to maintain the same color in one structure,
the total loss adds Lcolor_swap- The results of the second and
third row in Fig.11 show that the great effect of Lcoor_swap-
But the content could be changed, because the feature maps
of the output image is similar to the changed feature maps
obtained in local feature mapping. In order to alleviate this
change, we add L, to preserve the content of image in deep
feature domain. In Fig. 13 and Fig. 14, the objective results
with added L, loss is higher than without it (compare black
line with gray line, blue line with yellow line). In other word,
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SSIMs of images

—— Glioma(L_color+L_Y)
Glioma(L_color+L_Y+L_swap)
—— Glioma(L_color+L_Y+L_swap+L_c)
—— ADNI(L_color+L_Y)

~—— ADNI(L_color+L_Y+L_swap)

—— ADNI(L_color+L_Y+L_swap+L_c)
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index number

FIGURE 14. SSIM value. It shows that SSIMs of 60 images with different
loss combinations. There are 60 images from two different data sets, each
have 30 images, we calculate SSIM of each image to draw this figure. This
objective evaluation (PSNR shown in Fig. 13 and SSIM) shows the
Leolor_swap €an influence the content of output images because of the
changed feature maps in the process of local feature mapping. And the
L can preserve the content which is analyzed from the yellow and blue
lines or gray and black lines.

L. can preserve content of the output image. Therefore, our
total loss consist of four losses, which are L¢, Leoior_swaps
Ei‘olor‘*" and Ly.

Thirdly, we introduce the runtime of our method. Our
method achieve O(n) time complexity. The runtime is related
to image size and number of iterations. Most of runtime is
spent in the colorization stage, in this stage, we initialize the
output image by Section IV-A. We consider the visual effect,
iteration times is set to 1000 in our experiment. One color
medical image with fixed size (224 x 224) is generated in
approximately 6 minutes on an Nvidia 1050 GPU.

Fourthly, we introduce how to remove noise. We actually
use two points to suppress the generation of noise during
the experiment. First, we use total variation(TV) loss to the
process of generating color medical images to suppress noise
and the weight of TV loss is 1073, The second point is that
joint bilateral filter is added in the post-processing stage.
We refer to the approach of [25]. The optimal parameters for
each locally affine model can be obtained by fitting the local
regression of each patch after the optimization iterations.
Then we use a joint-bilateral filter guided by the input image
to smooth out the noise across the coefficients of the locally
affine matrices and reconstruct the output image free of noise.
The details of these two points are shown in the code we
provided.

VI. CONCLUSION

In this paper, a novel colorization method of medical images
has been proposed by combining deep learning with color
transferring. The extensive results in multi-modal medical
images, such as CT, MRI, and UIT, demonstrate the effec-
tiveness of our method. We use Y-loss builded by hand-craft
feature and content loss builded by deep feature to preserve
content invariance of the target images. In multi-modal med-
ical images data sets, compared with the methods using deep

56570

and hand-craft features respectively, our method works better.
Then, we add the automatic retrieval algorithm to avoid to
manually retrieve the reference images. Through the selec-
tion of different reference image datasets, our algorithm can
achieve the purpose of obtaining false color or real physi-
cal colors to meet the needs of different people. Our result
enhances the image texture feature information and improves
the visual effect for clinicians, so our algorithm can apply
to medical diagnostic equipment for getting colored medical
image in theory. Therefore, the future work will focus on
cooperation with doctors or medical college to diagnosis and
study diseases. We hope our algorithm will be used in clini-
cal practice and education to improve relationships between
hospitals and patients and promote medical development.
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