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ABSTRACT With the increasing for function, scale, hierarchy and complexity of software project, the soft-
ware life cycle and development stage show a trend of cross-cutting and fuzzy boundary. The non-technical
factors, such as poor management and control during the implementation of software projects, are the
major reason for causing the low success rate of software projects recently. Therefore, the software quality
evaluation under complex environment should take the cross-influence between different stages of software
life cycle and different quality evaluation standards into consideration. Our research is to construct a new
software quality evaluation model by using the influence relationship and the influence intensity index
between project management domain and project quality evaluation criteria including scope, cost, and time.
First, we came up with the definition of software project management domain in the process of software
project development and management. Second, we proposed a mathematical method for extracting the direct
or indirect influence relation between them, and give a definition for the quantitative evaluation index and
its calculation formula. At last we proposed to construct a neural network training model which includes
evaluation model logic relationships and software quality quantitative evaluation index. Through study and
training by simulated software project management data, we can discover some key data, such as normal
threshold range of influence, factor weights, etc. Therefore, a complete evaluation system is built, and the
scientific nature and accuracy of the proposal evaluation system will be improved.

INDEX TERMS Software quality evaluation model, back propagation neural network, project management
domain, project sub-management domain, SCT, CMMI.

I. INTRODUCTION
According to the Standish group’s 2015 report, about 70%
of large software projects in the world are unsuccessful,
either planned to be delayed, or over budgeted, or lacking
in functionality etc. [1]. There are many factors for causing
the low success rate of software projects, especially the non-
technical factors, such as poor management and control dur-
ing the implementation of software projects, which are the
major reason for causing the low success rate of software
projects recently [4]. This is related to the traditional quality
control theory and evaluation system of software project,
which focus on the local evaluation of different development
stages of software life cycle. However, the cross-influence
between different stages of software life cycle and different
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quality evaluation standards is not taken into consideration.
Especially with the increasing for function, scale, hierarchy
and complexity of software project, the software life cycle
and development stage show a trend of cross-cutting and
fuzzy boundary, which makes the analysis factors, the cross
relationship of these intersection factors in the process of
software project management and quality evaluation became
more and more complex, and the negative impact of the
traditional software project quality control evaluation system
becomes more prominent.

The theory and method of traditional software engineer-
ing have solved some quality issues in project development
and management. However, the problem of how to improve
the success rate of software projects is not properly solved.
In order to solve the issues for software quality evaluation
under complex environment of software project, we propose

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 56403

https://orcid.org/0000-0003-0723-4347
https://orcid.org/0000-0002-8425-4969
https://orcid.org/0000-0003-3264-185X


B. Yan et al.: Case Study for Software Quality Evaluation Based on SCT Model With BP Neural Network

a set of theories and methods based on the software project
management data.

In our study, we first proposed and redefined the software
project management domain based on the research results of
actual projects, then we analyzed and summarized the direct
influence relationship between project management domain,
sub management domain and SCT (scope, cost, time). After
this, the relation topological diagram is established and apply
the mathematical method of incidence matrix to further ana-
lyze and excavate the indirect influence relation among them.

Based on the proposal above, by analyzing the direct and
indirect influence relationship among the project manage-
ment domain, sub-management domain and the quality evalu-
ation standard SCT for a specific project, qualitative analysis
and evaluation can be realized for the completion quality of
the project, but the disadvantages of this proposal are also
obvious, such as the qualitative analysis is easy to be affected
by subjective factors, lack of analysis accuracy, inaccurate
comparison etc.

In order to further complete the evaluation index quan-
titative evaluation based on the above theory, we came up
with quantitative evaluation index (direct impact contribution
rate, indirect impact contribution rate, and cumulative impact
contribution rate) and its calculation formula, which basically
solve the problem of quantitative evaluation method based
on software project management domain as well as project
quality evaluation standard SCT.

With the advancement of our research, we also find that
the impact contribution rate and cumulative impact contribu-
tion rate will be affected by the different characteristics of
software projects, such as code volume, technical framework,
and even team culture etc. Thus, it is important to accurately
define the weight of the above indicators in different projects
in the whole evaluation system.

For further improving the scientific nature and accuracy
of the proposal evaluation system, this article proposed to
construct a three-layer neural network training model based
on BP artificial neural network technology, which includes
the logical relationship of the evaluation model as well as the
quantitative evaluation index of SCT. Furthermore, we also
proposed to define the sub management domains as the input
layer, the management domains as the hidden layer, and
the SCT as the output layer. The series weights between
the input layer and the hidden layer represent the impact
contribution rate of the sub-management domain to the man-
agement domain (including direct and indirect contribution
rate), the series weights between the hidden layer and the
output layer represent the cumulative impact contribution rate
of the management layer to SCT.

At last, we conducted an experiment for learning, training
and testing with the simulated software project management
data, and discover some key data including the normal thresh-
old range of influence factor weights, evaluation criteria
and SCT evaluation criteria. According to the experimental
results, the proposal in this article is proved effective and
scientific.

FIGURE 1. SCT triangle.

II. PRELIMINARIES
A. THE SOFTWARE EVALUATION CRITERION SCT
SCT is the abbreviation of words scope, cost and time [8].
Project management is the planning, monitoring and control
of all aspects of a project and the motivation of all those
involved to achieve the project objectives on time (T) and to
the specified cost (C), quality and performance (S). If you
change one of the three variables, the laws of project manage-
ment say that one of the others has to change too. Figure 1 is
a diagram of SCT triangle

For example, when the scope of a project added, the time or
the cost has to go up as well. When a project wants to deliver
in less time, the budget has to increase for increasing human
resources or reduce the scope of this project. When the cost
of a project has reduced, it means that the scope or the time
of this project has to reduced too.

In this paper, we consider SCT as a criterion for evaluating
the success of software projects. For a software project A, if it
is completed within the established budget and established
function on time, we judge that A is a success project. Other-
wise, we judge that A is a failed project.

B. THE THEORETICAL BASIS OF SOFTWARE PROJECT
MANAGEMENT DOMAIN
In the field of software engineering, CMMI is a relatively
mature mode, which is suitable for software product develop-
ment process management in large and medium-sized enter-
prises. Its core idea is to divide the process of software
development into several both related and independent sub-
processes. Through monitoring and researching each sub-
process, we can control the whole process of software product
development effectively, so as to ensure the quality of soft-
ware products which are developed.

In the CMMI model, five levels are defined to evaluate the
maturity of software product development (completion level,
management level, definition level, quantitative management
level, and optimization level), and each level is the basis
for the next level. The evaluation system of CMMI also
divides the process of software development into 22 pro-
cess domains. It defines the CMMI management level of
the company by evaluating the completion quality of each
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TABLE 1. Defination of process area in CMMI model.

process domain and the quantity of achieved process domains
(TABLE 1) [47], [48].

Recently, more and more software companies have
obtained CMMI certification. However, there are few compa-
nies which manage the actual development process according
to the requirements of CMMImodel, and there are two impor-
tant reasons for it: The first one is that the CMMI system
shows only ‘‘what to do, but do not explain how to do it’’, and
the second one is that it ‘‘ignores the importance of person’s
maturity in implementation’’ [45].

In our laboratory, we have another research team for con-
ducting some study to solve the above problems. The goal
is to propose a method to improve their management level
of software product development at a lower cost in a rela-
tively short period of time, and finally approach or meet the
management requirements of CMMI model. The core idea
of the proposal is to enable the person who is familiar with
traditional software development processes (solving the prob-
lem of people maturity) to achieve the above goals by using
process domain of modified traditional software development
process management (solving the problem of how to do it).

For this, based on referring to the 9 major knowledge
systems of project management, and discussing with several
project managers, the research team proposed to divide the
scope of management which affects software quality into two
levels: call the project management domain and project sub-
management domain.

The project sub-management domains define more
specific and detailed contents during software project man-
agement process, and the contents defined by each sub-
management domain have a certain mapping relationship
with the process area defined in CMMI model. On the other
hand, project management domain refers to a collection of

FIGURE 2. The relation between management domains and SCT.

some project sub-management domains with certain similar
attributes, and it is also a management perspective classifica-
tion that cannot be ignored in the development process of any
software project. The above definition is in line with most
project managers’ current understanding of software project
management priorities, and it is also the specific management
content that project managers with certain experience are
familiar with. Following such a proposal for software project
management can largely solve the two main problems in
implementing CMMI model mentioned above.

Figure 2 is a schematic diagram of the relationship
among project sub-management domain, project manage-
ment domain and SCT. Among them, MD is the abbreviation
of management domain, which represents a certain manage-
ment domain. SMD is the abbreviation of sub-management
domain, representing a certain sub-management domain.
As can be seen from the figure, a certain management domain
is a collection of some sub-management domains. The com-
pletion degree of a certain sub-management domain will
directly affect the completion degree of the management
domain, and indirectly affect the quality of one or more SCT
indicators.

The concept of management domain and sub-management
domain mentioned in the article refers to a classification of
a modified software development process domain based on
the above research. The detail of the definition for project
management domain and sub-management domain shows in
chapter IV.

C. THE BP NEURAL NETWORK MODEL
BP neural network is a kind of multi-layer front feed neural
network trained by the error back-propagation algorithm.
It generally consists of three layers, the input layer, themiddle
layer (hidden layer) and the output layer [11]. The main
characteristic is forward propagation of signal as well as back
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propagation of error. In the process of forward transmission,
the input signal is processed layer by layer and transmitted
down to the output layer. If the output layer does not get the
desired output, the back propagation will be carried out and
the weight threshold is adjusted layer by layer according to
the feedback error until it returns to the input layer. It will be
trained repeatedly until it reaches a preset error or number of
sessions. It is similar to a nonlinear function, and its network
input value and the predicted value are the independent and
dependent variables of the function respectively [13], [22].

For example, when the number of input nodes is n and the
number of output nodes is m, the BP neural network reflects
the functional mapping from n independent variables to m
dependent variables.

BP neural network has the ability of self-learning, it essen-
tially achieves a mapping function from input to output,
which can automatically select ‘‘reasonable’’ solution rules
by learning the set of instances with correct answers. Its
nonlinear processing power is a perfect way to deal with fuzzy
information, incomplete and contradiction complex situation
cognitive judgment problem, and problems with complicated
internal mechanism. Therefore, it is suitable for software
quality evaluation model based on the software management
domain (sub domain) and SCT evaluation criterion proposed
in this article.

III. RESEARCH GOAL AND APPROCAH
The goal of our research is to propose a new software quality
evaluation model for analyzing and evaluating the quality
of software projects which is based on the software project
management data. For this, we plan 4 steps to achieve this
goal.

1) STEP1: Redefining the basic concepts of management
domain, sub-management domain, as well as relationship
among management domain, sub-management domain and
SCT with referencing the tradition software project manage-
ment theory.

2) STEP2: Analyzing and extracting the logic relation-
ships which are hidden in the management domain, sub-
management domain and SCT, to establish the new model
structure of software quality evaluation.

3) STEP3: Analyzing and defining a mathematical model
for evaluating the impact contribution rate and cumulative
impact contribution rate of the proposed model based on SCT
evaluation criteria.

4) STEP4: Building and training the neural network train-
ing model based on the software project management data,
to discover some key data, such as impact factor weights,
the normal threshold range of evaluation standard and normal
threshold range of SCT evaluation criteria.

IV. THE KEY IDEA OF PROPOSAL
A. THE DEFINATION OF SOFTWARE PROJECT
MANAGEMENT DOMAIN
In this article, we select the proposal which defines the
scope of software project management as 5 management

domains and 17 sub-management domains. Based on the
discussion of chapter II above, we know that the project
management domain refers to a collection of some project
sub-management domains with certain similar attribute,
the project sub-management domains represent some specific
and detailed contents during software project management
process, and each sub-management domain has a certain
mapping relationship with the process area in CMMI model.

Table 2 shows the details of these domains and themapping
relationship between them. The left side of the table 2 shows
the specific contents of management domain and sub man-
agement domains, the right side shows the mapping relation-
ship between sub-management domains and the process area
in CMMImodel. The number of project management domain
in the table 2 represents each sub-management domain. This
number will be used in the later discussion. The number
of CMMI part in the table 2 corresponds to the number
in Table 1 for easy reading.

In table 2, the management domain includes project
management domain (PM), quality management domain
(QM), process management domain (PRM), plan manage-
ment domain (PLM) and configuration management domain
(CM). Furthermore, the project management domain includes
4 sub-management domains, they are risk sub-management
domain (RM), team sub-management domain (TM), HR
sub-management domain (HRM) and team communica-
tion sub-management domain (TCM); The quality manage-
ment domain includes software quality sub-management
domain (SQM), software standards sub-management domain
(SSM), software reviews sub-management domain (SRM)
and software measurement sub-management domain (SMM);
The process management domain includes process mea-
surement sub-management domain (PMM), process anal-
ysis sub-management domain (PAM) and process change
sub-management domain (PCM); The plan management
domain includes software pricing sub-management domain
(SPM), project scheduling sub-management domain (PSM)
and software design sub-management domain (SDM); The
configuration management domain includes system ver-
sion sub-management domain (SVM), system building
sub-management domain (SBM) and system release sub-
management domain (SRM).

B. THE METHOD FOR EXTRACTING INFLUENCE
RELATIONSHIP
On the basis of further communication, discussion and anal-
ysis with actual project managers, a topological diagram that
can reflect the direct influence relationship between different
management domains, sub-management domains and project
comprehensive evaluation standard SCT is established
(see figure 4).

In the figure 4, the circle represents the 17 sub-
management domains defined, the rectangle represents the
three SCT evaluation criteria, and the vector arrow repre-
sents the relationship of direct influence, the affecting party
and the affected party. Among them, since the influence
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TABLE 2. Defination of project management domain.

FIGURE 3. The structure of BP neural network model.

relation between different management domains can be
replaced by the influence relation between the sub-
management domains belonging to them, the topology dia-
gram removes the description of the relationship between the
management domains. In order to further facilitate the draw-
ing and analysis, each sub-management domain is specified
with a number and an abbreviated name.

In the framework of the above software project imple-
mentation process management system, the SCT evaluation
criteria is also the comprehensive evaluation criteria for the
management results of the entire management system in the

FIGURE 4. The topologies diagram of software management domain.

above project implementation process. For example, when a
project finished, there are fewer functional areas (S) actually
completed than planned for the initial phase of the project,
the reason is that the time (T) factors may be too tight or there
is changes in the human resources sub-management domain
of the cost management domain. If the time (T) spent exceeds
the expected time (T) of the project, the possible reason is that
the project budget (C) is reduced.

From the figure 4, we can see that there are complex influ-
ence relationships between specific management domain and
SCT index, which means it has not only the direct effect rela-
tionship, but also the indirect effect relationships. Therefore,
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how to extract all the effect relationship is a important element
in the quality evaluation of this study.

In this article, we proposed to use matrix calculation to
solve the above issues. First, the topological diagram repre-
senting the direct impact relationship is described in the form
of the adjacency matrix (A). The row position elements in the
matrix is arranged from left to right, and the column position
elements is arranged from top to bottom, which represent the
sub-management domains from 1 to 17. If the median value
of the position is 1 in the matrix (A), it indicates a direct rela-
tionship between row position elements and column position
elements.

A =



0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


After this, by calculating matrix (A), arrival matrix (RD)

can be obtained. The arrival matrix (RD) contains all the
influence relationships between sub-management domains
(position of 1 in the matrix).

RD =



0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


Based on the proposed method above, it solves the extrac-

tion and analysis logical relationship problems among the
management domain, sub-management domain and the SCT
evaluation standard, so as to provide theoretical basis and

solutions for software project management data logical rela-
tional model data mining.

C. THE ESTABLISHMENT OF EVALUATION INDEXES IN
SOFTWARE QUALITY COMPREHENSIVE EVALUATION
SYSTEM
Based on the proposal above, by analyzing the direct and indi-
rect influence relationship among the project management
domain, sub-management domain and the quality evaluation
standard SCT for a specific project, qualitative analysis and
evaluation can be realized for the completion quality of the
project, but the disadvantages of this proposal are also obvi-
ous, such as the qualitative analysis is easy to be affected
by subjective factors, lack of analysis accuracy, inaccurate
comparison etc.

In order to further complete the evaluation index quantita-
tive evaluation based on the above theory, this study defines
the contribution rate of the output of a sub-management
domain to themanagement domain as the impact contribution
rate. Among them, its contribution rate to the superior man-
agement domain is called the direct impact contribution rate,
while the contribution rate to other management domains is
called the indirect impact contribution rate. The contribution
rate of management domain to SCT was defined as cumula-
tive impact contribution rate. The quantitative evaluation of
the whole project can be achieved by calculating the impact
contribution rate or corresponding cumulative impact contri-
bution rate of a certain sub-management domain or manage-
ment domain in the whole project, as well as by figuring out
the comprehensive indexes SCT.

For example, for a specific project, we define the direct
impact contribution rate as p and the indirect impact con-
tribution rate as p′. A direct index matrix M = [n,p] and a
cross index matrix M′ = [n,p′] can be obtained for the sub-
management domain. n stands for the number of influence
relations occurred. By calculating the characteristics of M
andM′ (λ, . . .λp), (λ′, . . .λ′p), the formula for calculating the
direct contribution rate α and indirect contribution rate α′ of
number k’s impact influence is as follows:

a = λk/
∑p

i=1
λi and a′ = λ′k/

∑p′

i=1
λ′

For a specific management domain, we assume that q and
q′ are the sum of the direct and indirect influence relations
with the management domain, and the calculation formula
of the cumulative direct impact contribution rate γ and the
cumulative indirect impact contribution rate γ ′ of the man-
agement domain is as follows:

ϒ =
λk/

∑q
i=1 λi

λk/
∑p

i=1 λi+ λ
′
k/

∑p′
i=1 λ

′
i

and

ϒ ′ =
λ′k/

∑q′

i=1 λ
′
i

λk/
∑p

i=1 λi+ λ
′
k/

∑p′
i=1 λ

′
i
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FIGURE 5. Neural network structure diagram.

From this perspective, the direct or indirect contribution
rate of any sub-management domain and the direct or indirect
cumulative contribution rate of the management domain can
be calculated through the above formula, providing data basis
for quantitative analysis and evaluation of the whole project.

D. THE ESTABLISHMENT OF TRAINING MODEL BASED
ON BP NEURAL NETWORK
The above research solves the quantitative evaluation issue
of software project quality, and improves the scientific and
objectivity of our proposal. However, for software projects
with different characteristics, such as code quantity, technical
framework, and team culture etc., the impact contribution
rate, cumulative impact contribution rate of management
domain and sub- management domain have different weight
of effect on SCT. In traditional, the weight of effect on SCT
is mainly evaluated by the expert group, and it has strong
subjectivity.

In order to improve the scientific nature and accuracy of
our proposal, this article proposed to construct a three-layer
neural network training model based on BP artificial neural
network technology, which includes the logical relationship
of the evaluation model as well as the quantitative evalua-
tion index of SCT. In generally, the input and output of BP
neural network are highly nonlinear, which is difficult to be
expressed by formula. Only through continuous training and
learning of certain data sets can the weight of evaluation
be adjusted step by step to achieve the most suitable state.
By doing this, we can overcome the shortcomings of the
subjective factors of the traditional evaluation methods, and
reflect the objectivity of the input samples to the greatest
extent, so we select three-layer neural network model as the
data training model for avoiding this defect in our proposal.

Combined the characteristics of 17 sub-management
domains, 5 management domains and SCT, we decided to
adopt 17 sub-management domains as the input layer nodes
of neural network, 5management domains as the hidden layer
nodes of neural network, and SCT as the output layer nodes
of neural network. The structure is shown in the figure 5.

Among them, the series weights between the input layer
and the hidden layer represent the impact contribution rate
of the sub-management domain to the management domain
(including direct and indirect contribution rate), while the

series weights between the hidden layer and the output layer
represent the cumulative impact contribution rate of the man-
agement layer to SCT. By doing this, we establish the BP
neural network training model based on SCT evaluation cri-
teria and software management domain (sub-management
domain).’’

V. CASE STUDY
A. THE GOAL OF THE EXPERIMENT
The proposedmodel can be used to analyze the direct, indirect
or cross-influence relationship between each management
domain (sub-management domain) and SCT index which
hidden in the project management data, as well as the direct
impact contribution rate, indirect impact contribution rate
and cumulative impact contribution rate based on these rela-
tionships. However, the analysis is not a thorough quantita-
tive analysis, which is susceptible to a variety of subjective
factors.

Therefore, in order to improve the scientific and accuracy
of evaluation system, we will build neural network train-
ing model including logical relationship model as well as
SCT quantitative evaluation index based on artificial neural
network technology. Besides, we will make use of software
project management data for training and testing, so as to
prove that our proposal is valid and discover some key data,
such as impact factor weights, the normal threshold range
of evaluation standard and normal threshold range of SCT
evaluation criteria.

B. THE PREPARATION FOR TRAINING DATA
The data at the input end of the training model are integers
within 100, which are randomly generated in advance. The
total number of the training data includes 300 groups, each
group contains 20 data. Among them, 90% of them are used
as the training data, and 10% of them are used as the test
data. The data is divided into 5 grades: 81∼100 (excellent),
61∼80 (good), 41∼60 (medium), 11∼40 (poor), 0∼10 (poor-
est). These data are evenly and reasonably distributed, whose
value represents the completion degree of the corresponding
sub-management domains in the actual project execution pro-
cess. Because of the length of this article, figure 6 only shows
a part of the training data.

On the other hand, the characteristic of BP neural net-
work is to calculate a network calculation result through
the input value passes through various weights, thresholds
and excitation functions, and then make comparison with
the expected output, we adjust the weight threshold of the
network by the error between the calculated output and the
expected output. Therefore, the expected output of the train-
ing model should have an internal logic connection with the
input.

Because according to the actual project experience, SCT
have different impact on the quality of project strength for
different size, different architecture and technology, we ini-
tialize the experimental data output expectations by the way
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FIGURE 6. Experimental data schematic diagram.

FIGURE 7. The setting of parameter for the training model.

of mean value of the 17 sub-management domains multiplied
the intensity coefficient. (coefficient of S is 0.5, coefficient of
C is 03, and coefficient of T is 0.2). Among them, the coeffi-
cient of strength stands for the strength of influence of SCT
on project quality in the project. We can adjust it during
evaluation model training for different specific projects, so as
to achieve the best state of evaluation.

In addition, because the initial impact contribution rate of
experiment assumes are the same, we set the initial value
as 1, the initial threshold as 0, and training learning rate as
0.2. Besides, we set the largest number of training as 5000,
learning objective as 0.00001.

The training algorithm adopts the steepest descent method,
and optimize weights and thresholds with repeated training
data on network. After completion of the training, we verify
the result with test data. Figure 7 shows the setting of param-
eter for the training model.

FIGURE 8. The execution code of the experiment.

C. EXPERIMENT AND RESULT
In this experiment, MATLAB is used as the training platform
of BP neural network. Under the environment of i5CPU,
8g memory and Windows10, MATLAB R2012a execution
environment and the MATLAB BP software toolbox were
used for the experiment.

Figure 8 shows the execution code of this experiment.
In this case study, experimental process are divided into two
steps, the first is to use the xlsread() function to import train-
ing data which was stored in the excel file, the second is to
start building and training with the import data. Among them,
logsig logarithmic S transfer function is used in middle layer,
tansig tangent S transfer function is used in output layer,
and training function traingdx adopts the steepest descent
method.

Figure 9 shows the feedback information of the program
execution results, it can be seen that the number of times
of this training is 5000, which takes 21 seconds. Among
them, algorithms part in figure 9 stands for related parameter
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FIGURE 9. Feedback information of experiment result.

FIGURE 10. Training performance diagram.

information. Progress part in figure 9 stands for information
of the termination condition (If one of them is satisfied, it will
be stopped), and Plots part in figure 9 are various graph
curves.

Figure 10 is the experimental training performance result
diagram. In the diagram, the abscissa represents the training
times, the ordinate represents the mean square error (mse),
the blue curve represents the training error change curve, and
the dotted black line represents the target line.

From figure 10, it can be seen that the error of the training
sample data decreases gradually with the number of training
times. The mean square error (mse) decreases rapidly in the

FIGURE 11. Experimental data schematic diagram.

first 500 times, and the rate of decline from 500 to 2000 times
is basically linear with the number of iterations, it is close to
the expected result for about 2000 times. The mean square
error has reached 0.0002164 in the 5000 times of training,
which is close to the expected output value.

Figure 11 is the output layer’s (SCT) comparison diagram
of the experimental results of the training model. In the
diagram, the red curve represents the expected output value
while the blue curve represents the actual training value. It can
be seen from the experimental result diagram that the mea-
sured value and the training value are close to coincide, which
indicates that the BP neural network model designed in this
article can better reflect the characteristics of the simulation
data, and can be well applied in our proposal in this article.

VI. DISCUSSION
A. SUMMARY OF CONCLUSION
In this article, we propose a software project quality eval-
uation system based on software project management data
and quality evaluation standard SCT. The proposal includes
the definition of software project management domain
(sub-management domain) in software project development
management process, the analysis and mining method of
the direct (indirect) influence relationship between project
management domain (sub-management domain), and the
quantitative evaluation index (direct impact contribution rate,
indirect impact contribution rate and cumulative impact con-
tribution rate) and its calculation method. Then the proposal
above basically solves the problem of quantitative evaluation
method based on software project management domain as
well as project quality evaluation standard SCT.

During the continuous research, we find that accord-
ing the different characteristics of software projects, such
as code volume, technical framework, and even team cul-
ture, the quantitative evaluation indexes also have different
weights on the effect of SCT in the whole evaluation system
of the proposal. For solving this issue, we proposed to build
the neural network training model which includes logical
relationship model as well as SCT quantitative evaluation
index based on artificial neural network technology.

In this article, we also finished an experiment with software
project management data for training and testing, so as to
prove that our proposal is valid and discover some key data,
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such as impact factor weights, the normal threshold range
of evaluation standard and normal threshold range of SCT
evaluation criteria.

For this experiment we prepared the total number of the
training data includes 300 groups 6000 data for implement-
ing, and hope that we can figure out some key data including
the normal threshold range of influence factor weights, evalu-
ation criteria and SCT evaluation criteria by learning, training
and testing of simulated software project management data.

According the experiment result, the measured value and
the training value are close to coincide, which indicates that
the BP neural network model designed in this article can bet-
ter reflect the characteristics of the simulation data, and can
be well applied in our proposal in this article. By doing this,
the scientific nature and accuracy of the evaluation system is
improved and a complete evaluation system is established.

B. RELATED WORK
At present, researchers mainly focus on the application of
neural network combined with other technologies in software
quality evaluation. For example, Li et al. [39] proposed a
software quality evaluation method based on fuzzy neural
network, and established a network evaluation model by
using the improved asymmetric fuzzy trigonometric regres-
sion method, so as to evaluate software performance from the
perspective of users. Zhang and Song [40] applied neural net-
work combined with genetic algorithm to the software qual-
ity evaluation system of aerospace system, which reduced
the subjective arbitrariness and uncertainty in thinking, thus
the evaluation results can be more scientific and accurate.
Yang [41] added BP neural network to the software require-
ments analysis risk assessment model, combined with fuzzy
theory, which used the nonlinear mapping attribute of BP
neural network and the super expression ability and com-
prehension of fuzzy theory to improve the effectiveness and
predictability of risk assessment.

Other researchers mainly focus on the research of soft-
ware quality evaluation system. For example, researchers
of Sener [42] vividly illustrated user’s ideas and software
attributes through expressions, and introduced the theory of
fuzzy trigonometric number and regression idea into soft-
ware product quality evaluation. Osmundson et al. [43] and
other scholars believed that the management of software
quality decides the success or failure of software project.
Therefore, they proposed a measurement method based on
software quality management, which includes the following
four aspects: Demand management, evaluation/plan manage-
ment, role management and risk management. They obtained
a comprehensive score for software management measures
by the method of asking the software researchers questions.
Based on the hierarchicalMcCall software quality assessment
framework, Pedrycz et al. [44] and other scholars compared
the application of fuzzy calculation method based on fuzzy
set with rough calculation method based on rough set in
software quality assessment.

C. FUTURE WORK
The software quality evaluation model based on BP neural
network integrates the quantitative process into the learning
process of BP neural network, which reflects the objective
weight of the input layer samples and overcomes the influ-
ence of subjective factors in the traditional evaluationmethod.
At the same time, because of the strong expansibility of
the software quality evaluation of BP neural network, the
input and output layer can be adjusted according to different
types of indicators and different evaluation levels, which
is of great significance to the comprehensive evaluation of
software quality.

The BP neural network simulation algorithm adopted the
steepest descent method in the experiment. The algorithm
convergence process is relatively slow, and the algorithm
training gradually decreases to a minimum value from a
starting point along the error function can negative gradient
direction. Therefore, in the process of training, it may fall into
a local minimum value of dell, which will affect the accuracy
of the model [40], [38].

In the future work, in order to solve the problem of slow
convergence in the learning process, the algorithm in this
paper can be optimized by using the additional momentum
method. To solve the problem of convergence to local min-
imum, BP neural network algorithm can be optimized by
genetic algorithm, quasi-newton method, conjugate gradient
method and simulated annealing algorithm. At the same time,
due to the limitation of BP neural network prediction, more
advanced methods can be used to replace BP neural network
to achieve better fitting and prediction results.
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