
Received March 4, 2020, accepted March 13, 2020, date of publication March 19, 2020, date of current version April 10, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2981968

Evaluation of Sino Foreign Cooperative Education
Project Using Orthogonal Sine Cosine Optimized
Kernel Extreme Learning Machine
WEI ZHU 1, CHAO MA2, XUEHUA ZHAO 2, MINGJING WANG 3, ALI ASGHAR HEIDARI 4,5,
HUILING CHEN 6, AND CHENGYE LI7
1School of Resources and Safety Engineering, Central South University, Changsha 410083, China
2School of Digital Media, Shenzhen Institute of Information Technology, Shenzhen 518172, China
3Institute of Research and Development, Duy Tan University, Da Nang 550000, Vietnam
4School of Surveying and Geospatial Engineering, College of Engineering, University of Tehran, Tehran 1417466191, Iran
5Department of Computer Science, School of Computing, National University of Singapore, Singapore 117417
6College of Computer Science and Artificial Intelligence, Wenzhou University, Wenzhou 325035, China
7Department of Pulmonary and Critical Care Medicine, The First Affiliated Hospital, Wenzhou Medical University, Wenzhou 325000, China

Corresponding authors: Mingjing Wang (mingjingwang@duytan.edu.vn), Huiling Chen (chenhuiling.jlu@gmail.com), and Chengye Li
(lichengye41@126.com)

This work was supported in part by the Science and Technology Plan Project of Wenzhou, China, under Grant ZG2017019, in part by the
Medical and Health Technology Projects of Zhejiang Province, China, under Grant 2019RC207, in part by the Guangdong Natural Science
Foundation under Grant 2018A030313339, in part by the Ministry of Education in China (MOE) Youth Fund Project of Humanities and
Social Sciences under Grant 17YJCZH261, in part by the Scientific Research Team Project of Shenzhen Institute of Information
Technology under Grant SZIIT2019KJ022, and in part by the National Natural Science Foundation of China under Grant 71803136 and
Grant 61471133.

ABSTRACT This study aims to propose an efficient evaluation model for Sino foreign cooperative education
projects, which can offer a reasonable reference for universities to deepen reform and innovation of education
and further enhance the level of international education. The core engine of the model is the kernel
extreme learning machine (KELM) model integrated with orthogonal learning (OL) strategy optimization.
The introduction of the OL mechanism is to further strengthen the optimization capabilities of the basic
SCA, which is devoted to promoting the KELM model to select the optimal parameter combination and
feature subset and further enhance the KELM evaluation capability of Sino foreign cooperative education
projects. To examine the performance of the proposed method, OLSCA is evaluated on 23 benchmark
problems, comparison with eight other well-known methods. The experimental results have shown that the
proposed OLSCA is prominently superior to existing methods on most functional problems. Meantime,
OLSCA-KELM is compared against other machine learning approaches in dealing with the evaluation
of education projects of Sino foreign cooperation. The simulation results illustrate that the presented
OLSCA-KELM obtains better performance of classification and higher stability on all four indicators.
Therefore, it is evident that the presented OLSCA-KELM can be an effective solution for the evaluation
of Sino foreign cooperative education projects.

INDEX TERMS Sine cosine algorithm, swarm intelligence, sino foreign cooperative education project,
Kernel extreme learning machine, parameter optimization.

I. INTRODUCTION
A. MOTIVATION
In recent years, Sino foreign cooperation in running schools
has been developing rapidly in the ground of the rapid devel-
opment of China’s higher education and the deepening of
education reform. In order to better promote the connotative
development of school running units, China’s competent edu-
cation department has launched the qualification assessment
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work, and so far, has completed the assessment of 882 school
running units. In fact, evaluation has become an essential
link and means in the process of educational management.
In essence, the evaluation by the competent department of
education is to realize the reasonable allocation of educa-
tional resources and influence the coordinated development
of higher education itself through the structure of resource
allocation. However, as an important way of qualitative eval-
uation, evaluation by experts has inevitable subjectivity and
uncertainty. Therefore, it is essential to make an in-depth
analysis of the evaluation results of experts, which is helpful
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to enhance the dependability of evaluation results. At present,
a large number amount of data has been gathered after years
of evaluation of Sino foreign cooperative education. We can
use these data for deep mining and analysis to build an
intelligent predictive model. Through this model, the factors
that affect the reliability of the experts’ evaluation can be
found out in the data set, and further analyze the potential cor-
relation between the factors to carry out the meta-evaluation
of the experts. To select and organize appropriate experts
for fair evaluation and evaluation, form a supervision and
monitoring system, ensure the normal and smooth evaluation
process, and ensure that the evaluation results are fair, scien-
tific, and credible.

As far we know, before OLSCA-KELM, few types of
research on evaluating the Sino-foreign cooperative educa-
tion project are proposed through machine learning methods.

In this paper, we introduced an enhanced kernel extreme
learning machine (KELM) for constructing an intelligent
prediction model for evaluation of Sino foreign coopera-
tion in education projects. In the established KELM model,
an orthogonal learning (OL) strategy improved sine cosine
algorithm (SCA) was designed to decide the significant
parameters of KELM and perform the feature selection task
simultaneously. The resultant OLSCA and OLSCA-KELM
have been rigorously evaluated on 23 benchmark problems
and the real-life dataset by comparing other well-known
approaches, respectively. The simulation results have proved
that the proposed OLSCA can achieve significantly more
excellent results than other approaches onmost functions, and
the OLSCA-KELM can reach the best performance results
than other methods per four evaluation metrics on the real-
life dataset.

B. LITERATURE REVIEW
There are mainly two kinds of project evaluation methods
in the literature; one is the traditional statistical method; the
other is based on an artificial intelligence method.

The main work of traditional statistical methods is as
follows: an Analytic Hierarchic Process (AHP) based judg-
ment model for R&D project evaluation, was proposed by
Kumar [1]. The results have shown that AHP had a better
performance than scoring charts and utility models in priority
setting. Cates and Mollaghasemi [2] introduced the Simu-
lation Technique, which improved visibility may result in
enhancing project risk management and enhancing project
completion performance. Talias [3] revealed that the Pearson
index and Gittins index were significant as to be a strategic
decision-making tool for the selection of R&D projects [3].
Jung and Seo [4] provided to use the analytic network pro-
cess (ANP) for project evaluation. Their method showed
that the ANP could produce the final priorities of projects
concerning benefits and costs when between programs and
evaluation criteria were interdependencies. Wang et al. [5]
proposed to use the Least Squares Monte-Carlo simula-
tion to evaluate risky projects with real fuzzy options. It is
shown that the proposed methodology can determine values

whether there is an analytic solution or not. Morimoto [6]
presented to incorporate socio-environmental considerations
into project assessment models by using multi-criteria anal-
ysis. Kim et al. [7] developed an AHP method for project
evaluation. Solution Map was introduced, and the Solution
Tool was suggested in order to utilize the evaluation results
effectively. He et al. [8] proposed novel q-rung picture fuzzy
aggregation operators, and the effectiveness was validated on
the best project selection example. In order to help project
practitioners to select an appropriate project evaluation cri-
terion for the projects, Haass and Guzman [9] proposed a
meta-framework by considering the strengths and limitations
of their preferred project evaluation model as well as making
project evaluators aware of the underlying logics associ-
ated with diverse project evaluation approaches. The results
proved that narrative analysis and actor-network theory were
likely to be powerful tools for coping with the projects’
uncertainty and complexity.

The artificial intelligence methods-based evaluation
approaches are as follows. Bodea [10] presented the specific
ways in which indicators and artificial intelligence meth-
ods and tools can be applied to the evaluation of research
projects and programs. Seo et al. [11] proposed to use particle
swarm optimization-based clustering analysis for project
evaluation. Zhu et al. [12] proposed to use multi-granular
linguistic labels to transform the evaluation problem to
multiple-criteria decision-analysis problem and developed an
estimation model using maximal group consistency with the
minimal evidence distance of Dempster-Shafer theory for
incomplete evaluation items. Zhang et al. [13] proposed to
use several machine learning models for funding evaluation
prediction. The experimental results proved that SVM could
achieve the best results. Sun et al. [14] offered a new model
for the evaluation of the university project; in this scheme,
partial least squares and dynamic bp network group algo-
rithms were developed for evaluation Sayadi et al. [15] pro-
posed a model that used an artificial neural network (ANN)
to predict the Net Present Value (NPV) was the most pop-
ular economic indicator in the evaluation of the investment
projects. He et al. [8] proposed novel q-rung picture fuzzy
aggregation operators, and the effectiveness was validated
on the best project selection example. Smith [16]applied
linguistic-preference models based on fuzzy relations in the
context ofmultiple factor project assessment. Imoto et al. [17]
proposed to use a method based on the principal component
model, dual scaling, AHP, and fuzzy regression analysis for
R&D project evaluation. In order to improve cost estimation
and accuracy, Kiliç and Kaya [18] presented the Evolu-
tionary Fuzzy Neural Inference Model (EFNIM)-based on
an artificial intelligence approach. In this scheme, Genetic
Algorithms, Fuzzy Logic, and Neural Networks were com-
bined for effectively finding the best solutions in complex
problems. Kiliç and Kaya [18] proposed models for the
investment project evaluation problem based on type-2 fuzzy
sets. Mohagheghi et al. [19] proposed a new model that used
a new interval type-2 fuzzy optimization method for R&D
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project portfolio selection under uncertainty and applied
lower semi-variance to consider the risk of proposed projects.
Zhou et al. [20] proposed to enhance the trapezoidal interval
type-2 fuzzy sets (IT2FSs) by using the in center point of
fuzzy sets. In addition, the proposed method was validated
on an investment project assessment.

C. CONTRIBUTION AND PAPER ORGANIZATION
The main contribution of this study is described as bellow:

a) An orthogonal learning strategy is incorporated into
SCA to enhance its searchability.

b) The proposed OLSCA can realize significant, more
excellent results than other well-known approaches on
23 benchmark problems.

c) The OLSCA used to optimize the two critical param-
eters of KELM, and the best prediction model
OLSCA-KELM is established.

d) The proposed OLSCA-KELM can realize more excel-
lent performance compared to other competitive peers
for the prediction of the Sino foreign cooperative edu-
cation project.

The remaining part of the article is organized as fol-
lows. Section 2 presents brief descriptions of KELM, SCA,
OLSCA method, and the proposed OLSCA-KELM model.
The data description and experimental setup are displayed in
detail in Section 3. Section 4 shows the experimental results
of OLSCA on benchmark functions and the OLSCA-KELM
on the real-life dataset. The discussions on the results are
delivered in Section 5. The conclusions and future work’s
suggestions are present in Section 6.

II. METHODS
A. KERNEL EXTREME LEARNING MACHINE (KELM)
Like other supervised learning approaches [21]–[25],
extreme learning machine (ELM) [26] has got more attention
in recent years. ELM theories show that the hidden layer
needs no learning, but the parameters of input weights and
bias values of single-hidden layer feedforward networks can
be obtained randomly during the training, and the output
weights also can be achieved by some learning criteria. After
that, compared with the previous training approaches, ELM
can significantly improve both learning speed and perfor-
mance. Due to the effectiveness of ELM, it has been applied
to solve a large number of practical problems such as medical
analysis and diagnosis [27]–[32], face recognition [33].

KELM [34] is constructed based on the above ELM by
introducing the radial basis function (RBF) kernel func-
tions. KELM has also found its applications in many sce-
narios [35]–[40]. RBF kernel is selected because it can map
samples to higher-dimensional spaces, and can handle sam-
ples if the relationship between class labels and properties is
non-linear.Meanwhile, the RBF kernel also has the advantage
of fewer parameters. When RBF kernel is used, only two
parameters C and γ (C represents the penalty factor and γ
represents the kernel parameter) should be considered, but the
selection of parameters has a great influence on the prediction

results [37], [41]–[43]. In this study, the proposed OLSCA
has been applied to identify the two parameters of KELM
adaptively; the resultant OLSCA-KELM has applied to eval-
uate the Sino foreign cooperative education project.

B. SCA
There are many analytical and metaheuristic algorithms
(MAs) in the literature that can be utilized for spe-
cial or general-purpose problems [44]–[48], which can be
more efficient for traditional gradient-based approaches
[49]–[51], [53]. Some popular and new MAs are particle
swarm optimization (PSO) [55], [56], bacterial foraging opti-
mization (BFO) [57]–[59], gray wolf optimizer (GWO) [59],
moth-flame optimization (MFO) [61], teaching-learning-
based optimizer (TLBO) [52], grasshopper optimization
algorithm (GOA) [62], [63], whale optimization algorithm
(WOA) [64]–[66], Harris hawks optimizer (HHO) [67] and
fruit fly optimization algorithm (FOA) [68]–[70]. TheseMAs
have been adopted in various applications like the phar-
maceutical industry, job scheduling, energy management,
engineering design, machine learning and medical diagno-
sis [36], [71]–[75] due to the competitive global optimization
capacity. Among these MAs, SCA has been tailored to many
optimization problems and applications because of its sim-
plicity and flexibility.

SCA begins with a group of random solutions, and then
use the positive cosine to update the position of the popula-
tion alternately. The updating formula of the algorithm is as
follows:

Xt+1 = Xt + r1 · sin (r2) · |r3 · Pt − Xt | (1)

Xt+1 = Xt + r1 · cos (r2) · |r3 · Pt − Xt | (2)

The above two equations are applied to SCA in the follow-
ing manner:

Xt+1 =

{
Xt + r1 · sin (r2) · |r3 · Dt − Xt | rand < 0.5
Xt + r1 · cos (r2) · |r3 · Dt − Xt | otherwise

(3)

where t is responsible for the number of current iterations,
Xt+1 represents the location of the next generation. Xt is the
location of the current search agent. Pt is the current best
location, where r3 ∈ [0, 1] and r2 is a random number in
the range of [0, 2π ]. And r1 decreases linearly from 2 to 0.
This parameter will reduce the search range with the increase
of iterations, and improve the efficiency of the algorithm.
In conclusion, the mathematical definition of vector r1 is as
follows:

r1 = 2− 2(
t
T
) (4)

where T denotes a predefined maximum number of itera-
tions. r3 is a vector, which provides a weight for Dt , empha-
sizing the two stages of exploration and exploitation. At the
same time, it can also prevent the premature convergence of
SCA. Moreover, rand enables SCA to switch between sine
and cosine and prevents SCA from prematurity.
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C. OLSCA
Since its inception, SCA has been extensively utilized in
various applications such as wind speed forecast [76], time
series prediction [77], prediction of the intention of students
for postgraduate entrance examination [78], and prediction
of the entrepreneurial intention of students [79]. Moreover,
many improved SCA variants have been proposed to improve
its performance. Issa et al. [80] proposed an enhanced ver-
sion of SCA, combining SCA with PSO. Nenavath and
Jatoth [81] developed a hybrid SCA integrated with a differ-
ential evolution algorithm. Abd Elaziz et al. [82] introduced
an enhanced SCA (OBSCA) by using oppositional learning
strategy (OBL), in which oppositional learning strategy has
increased the search range of the search space to a great
extent. Qu et al. [83] designed an enhanced SCA, including
three optimization strategies. Kumar et al. [84] introduced
mixed Cauchy and Gaussian distributions into the SCA and
proposed an improved SCA (CGSCA). Long et al. [85] pro-
posed an inertia weight-based position updating equation and
a nonlinear conversion parameter strategy to improve the
SCA. Chen et al. [86] proposed to use the orthogonal learn-
ing mechanism and multi-population strategy to improve
the SCA. Guo et al. [87] proposed to combine the Riesz
fractional derivative and the OBL strategy with SCA. Gupta
and Deep [88] proposed to incorporate the leading guidance
mechanism and simulated quenching algorithm into SCA
and used the proposed method to train a multilayer percep-
tron. Chen et al. [89] proposed a multi-strategy enhanced
SCA, which combined multiple control mechanisms such as
Cauchy mutation operator and chaotic local search mech-
anism, OBL strategy and DE Operator to improve better
exploration and local optima avoidance ability of SCA.

In this work, the OL mechanism was developed to obtain
an excellent performance than the original SCA and pre-
vent the SCA from falling into local optimum (LO). In this
paper, the orthogonal design [90], which is a well-known
mathematical concept belongs to the computational intelli-
gence community, is used to improve the individual position
updating function of the SCA. T2 is randomly composed of
three different populations. The three populations are mixed
as follows:

T2 = X jk1 + r4 · (X
j
k2
− X jk3 ) (5)

where r4 is a random number in the range of [0,1], k1, k2,
k3 refer to a random integer in the range of [1, N ]. Further-
more, N indicates the number of search agents. j refer to the
dimension.

The other is the updated location of the solution. First,
the solution vector is divided into K groups, each group
matching to a factor. Second, Q levels are constructed in
each dimension. Finally, M test solutions are generated by
using the orthogonal array LM

(
QK
)
.The specific steps are as

follows:

1. Vector grouping: Each dimension directly matched to a
factor when the dimension of the solution vectors was

Algorithm 1 Construction of Orthogonal Array LM
(
QK
)

1. for {i= 1 :J} do
2. j = Qi−1−1

Q−1 + 1
3. for

{
k= 1 :QJ

}
do

4. ak,j =
⌊
k−1
QJ−i + 1

⌋
modQ

5. end
6. end
7. for {i= 2 :J} do
8. j = Qi−1−1

Q−1 + 1
9. for {m= 1 :j− 1} do
10. for {n= 1 :Q− 1} do
11. aj+(m−1)(Q−1)+n = am∗n + aj mod Q
12. end
13. end
14. end
15. ai,j = ai,j+11 ≤i ≤ M and 1 ≤ j ≤ K

not high. Otherwise, the grouping is required to reduce
the number of factors.

2. Level construction: Q levels using xi,d and xj,d are
constructed in each dimension d = 1, 2, . . . ,D. The
formula of the construction was as follow:

Levelq = xi,d +
q− 1
Q− 1

(
xj,d − xi,d

)
(6)

3. Generating new solutions: generate feasible candidate
solutions using vector grouping, dimension level con-
struction, and previously generated orthogonal array
LM

(
QK
)
.

4. Generating the best predictive solution: Through the
analysis of the fitness value of the orthogonal design
combination test, the optimal level combination test, that
is, the optimal prediction solution is found.

The characteristics of the fractional experiment can ade-
quately find the best level combination, which is the prin-
ciple of orthogonal design. If an experiment is carried out,
the results will rely on K factors, and each factor will be
divided into Q levels. When the optimal level for each fac-
tor needs to find out, one method is to experiment with
all levels of all factors. If the number of factors and levels
is relatively small, the best level for each factor will be
found out in this way. Qk is the number of experimental
combinations.

In practice, an orthogonal array can be computed by spe-
cific M , K , and Q. Here, M indicates the number of exper-
imental combinations. The pseudo-code below presents the
approach of constructing an orthogonal array LM

(
QK
)
=(

ai,j
)
M×K . There are two limitations in this approach: (1) Q

must be a prime number, and (2) M = QJ , where J is a
positive integer and must meet the following conditions:

K =
(
QJ − 1
Q− 1

)
(7)
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Algorithm 2 Pseudo Code of OLSCA
Begin
Initialize the population Xi(i = 1, 2, . . . , N );
Initialize Q, F , population dimension D, best position P,
and maximum number of iterations T ;
Compute the fitness function;
Select the best solution P;
While (t ≤ T )
Update r1
For i = 1: N

For j = 1: D
Update r2, r3
Update Xi by using Eq. (3);

End for
Update T2 by using Eq. (5);
Use orthogonal strategy;
Make a greedy choice and choose the best position;
End for
Evaluate the fitness of all agents;
Update P if any better solution is achieved;
t = t+1;
End while
Output the global best position P;
End

where K is not less than the number of variables n. If K
is not equal to n, the front K − n columns will be
selected to form an orthogonal array. In an orthogonal array,
j= 1, 2,Q

2
−1

Q−1 +1, . . . ,
QJ−1−1
Q−1 + 1 are the essential columns;

the remaining columns are non-basic columns.
According to the above policies, these policies are inte-

grated into SCA that can effectively improve the performance
of SCA. The introduction of OL strategy increases the pop-
ulation diversity of SCA and avoids SCA falling into LO
prematurely. Here, the orthogonal coefficient Q = 3, F =
4. The pseudo-code of OL is shown in Algorithm 2.

It should be noted that the time complexity of OLSCA
is primarily correlated with the dimensions of the particular
optimization assignments (d), the population size (n), levels
(Q), rows (M ), factors (F), and the number of algorithm iter-
ations (T ). To analyze the efficiency of the OLSCA, in accor-
dance with the procedure of OLSCA, the time complexity
analysis is evaluated as follows:

(1) The time complexity for the process of initialization is
O(Initialize).

(2) The time complexity of calculating the fitness values of
the initial search individuals is O(d).
(3) The time complexity of updating position with sine and

cosine formula is O(T×(n×d)).
(4) The time complexity of updating the position of T2 in

each iteration is O(T × (d)).
(5) The computational complexity of executing orthogonal

strategy in each iteration is O(T × (d ×M +M × F + Q×
M × F +M + 1)).

(6) The computational complexity of updating the new
population in each iteration is O(T×(d))
It is not necessary to take O (Calculate the fitness val-

ues) into account because of the computational complex-
ity of different optimization methods also diverse. Due to
different optimization cases have different computational
complexities, there is no need for consideration of O (Cal-
culate the fitness values). In total, the time complexity
of OLSCA is O(OLSCA) = O(n × d) + O(d) + T ×
(O(n×d)+2O(d)+O (d×M+M×F+Q×M×F+M+1)).

D. OLSCA-KELM
The proposed OLSCA-KELM method is described in
this part. The flowchart of OLSCA-KELM is illustrated
in Figure 1. The core prediction engine is the KELM model.
Mapping the aggregated data of the input space to another
hidden layer space through the RBF kernel. To obtain the
optimal two parameters and feature subsets, the two parame-
ters (penalty coefficient C and kernel width γ ) and n features
of the space are updated through OLSCA. When applying
OLSAC to feature selection, it is necessary to convert the
continuous space into a binary space through a sigmoid
function and adopt 0.5 as the dividing line to determine
whether to select or discard the feature. The classification
accuracy is set as the objective function for evolving. Finally,
the obtained optimization parameters and features were used
for the KELM decision. The procedures of OLSCA-KELM
are shown below:
Procedure 1: Aggregate all relevant data of Sino foreign

cooperative education projects.
Procedure 2: Split the data according to the 10-fold CV

strategy. Ten percent of the data is defined as test data, and the
remaining ninety percent is set as training data. This process
is performed ten times.
Procedure 3: Test data and training data are normalized to

the scope [−1,1].
Procedure 4: Encode n features into n dimensions of the

agent with a value of 0 or 1. Then perform the initializa-
tion of the number of iterations and population size and
encoding C and γ into the two dimensions of the initial
individual.
Procedure 5:Define the probe field and calculate the exact

value of the fitness function.
Procedure 6:Compare the optimal fitness value and output

fitness function value to set the optimal fitness function value.
Procedure 7: Preserve the optimal position obtained with

the optimal fitness function value and substitute the current
position if a better position is acquired.
Procedure 8:Output the optimalC and γ parameter values

and feature subsets at the end of the iteration. Otherwise,
go back to procedure 5.
Procedure 9: After obtaining the feature subset and the

optimalC and γ parameters, retrain KELM using the training
data.
Procedure 10: Apply the final OLSCA-KELM model for

unknown sample prediction problems.
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FIGURE 1. Flowchart of OLSCA-KELM.

III. EXPERIMENTAL DESIGNS
A. DATA COLLECTION
The data involved in this paper mainly includes 1056 evalua-
tion results by experts with 160 Sino foreign cooperative edu-
cation projects in 2018 and 2019. The data set contains seven
first-level indicators and 22 second-level indicators includ-
ing F1:(Internal benefits), F2:(External benefits), F3:(School
characteristics), F4:(Quality appraisal of graduation achieve-
ments), F5:(Management institutions), F6:(Syllabus and
teaching textbooks), F7:(Teaching methods), F8:(Teaching
plan), F9:(Teaching facility), F10:(Teaching documents and
archives), F11:(Teaching quality supervision), F12:(Training
objectives program), F13:(Training objectives), F14:(Social
evaluation), F15:(Teacher training), F16:(Teacher evalua-
tion and appointment), F17:(Teacher status), F18:(Diplomas
and certificates management), F19:(Student satisfaction),
F20:(Enrollment and student statusmanagement), F21:(Policy
environment), F22:(Bankroll management). The decision
attribute is obtained by summing the scores of each attribute.
Through consultation with experts, it is agreed that when the
total score of all attributes is less than or equal to 75, the eval-
uation result is marked as unqualified, and when the total
score is equal to or higher than 75, the evaluation result
is marked as good. The score range of each attribute is as
follows: F1, F2, F3:0-2, F6, F7, F8, F9, F10, F12, F13,
F14, F15, F18, F21:0-4, F5, F19, F20, F22:0-5, F11, F16,
F17:0-6, F4:0-12. The detailed description of 22 factors
with the mean value and standard deviation of each fac-
tor is shown in Table 1. The evaluation indicators of the

Sino foreign cooperative education project are given in
Figure 2.

B. EXPERIMENTAL SETUP
The examinations are performed under the MATLAB
R2018 software. The experimental data are normalized into
[−1,1] before the classifier is constructed. Besides, an unbi-
ased estimate of experimental results is attained by using the
k-fold cross-validation (CV). The value of k is commonly set
to 10 in the literature [91], [36], so we also set it to 10, in
which the experimental data were divided into 10 subsets,
one of 10 subsets was used as the testing set, and the other
nine subsets were put together to form the training set. The
code of KELM, SVM, and random forest (RF) was obtained
from a public source.1 K -nearest neighbor (KNN) method is
implemented from scratch. All parameters were determined
by trial and error approach [95], [96]. The search range of
penalty coefficient and kernel bandwidth in SVM and KELM
are set to [−10, 10]. The number of trees and variables in RF
was set to 500 and 3, respectively. The best nearest neighbors
in KNN was set to 1.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. BENCHMARK FUNCTION VALIDATION
In order to study the performance of the proposed strategy,
some competitive MAs, including the MSCA [83], OBSCA,

1http://www3.ntu.edu.sg/home/egbhuang,
https://www.csie.ntu.edu.tw/∼cjlin/libsvm/, and
https://code.google.com/archive/p/randomforest-matlab
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TABLE 1. Description of 22 attributes.

TABLE 2. Parameters for involved methods.

chaos enhanced SCA (CESCA) [78], bat algorithm (BA)
[92], MFO, firefly algorithm (FA) [93], PSO and SCA are
made a comparison on 23 well-known benchmark func-
tions. The full parameter values of these involved algorithms
are reported in Table 2. These unimodal and multimodal

TABLE 3. Unimodal benchmark functions.

functions in Tables 3-5 are extensively applied in the lit-
erature. Dim represents the dimensionality of the objective
functions selected, Range is responsible for the boundary of
the function’s search space, and fmin is used for the optimal
values of functions in the table

Besides, the value of the dim is set to 30, the size of the
population is fixed to 30, and the maximum iteration number
is 1000. The average results (AVG) and the standard deviation
(STD) are illustrated, which are computed by the best position
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FIGURE 2. Evaluation indicator system of Sino foreign cooperative education project.

TABLE 4. Multimodal benchmark functions.

found using six methods over 30 independent runs. In order to
guarantee the fairness of experiments, the competitors of the
testing environment are set in accordance with the proposed
algorithm.

For conducting a fair comparison, the same testing envi-
ronment is employed for competitors and the proposed
algorithm.

OLSCA presents the lowest mean values of 23 func-
tions, as illustrated in Table 6. In other words, the presented
algorithm has a better superiority than other competitors
on 23 problems according to the AVG index. Moreover,
the curves declined rapidly indicated that the proposed
method has a faster convergence speed in early evolution so
that it can provide superior results on F9 and F11. Besides,
the results on F1, F2, F5, F6, F12, F13, F14, F15, and
F21 have proved the ability of the proposed method for
obtaining the highest quality solutions. Followed by MSCA,
CESCA, MFO, and FA, they present the lowest average of
two, six, four, and three functions, respectively.

The statistical comparison performance of the OLSCA
against other competitive algorithms was verified by using
the Friedman test. For further statistical comparison, the ranks
of six algorithms are shown in Table 7, according to the
ARV (the average ranking value) index. According to the
statistic values of ARV, it is evident that the proposed
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TABLE 5. Simple multimodal functions.

OLSCA performs better than other methods on twenty-three
benchmark tasks when searching for function minimum, fol-
lowed byOBSCA, FA,MSCA, CESCA,MFO, SCA, andBA,
while PSO has the worst performance. Table 8 presents the
statistical results of theWilcoxon signed-rank test [94] further
to evaluate the significant improvement for the proposed
OLSCA. The proposed OLSCA is obviously better than SCA
on 23 functions, as seen from the table. Compared with the
existing SCA variants, 18 out of 23 function tests of OLSCA
are better than MSCA, 16 are better than OBSCA, 17 are
better than CESCA, 3 are the same as MSCA, 4 are the
same as OBSCA, 4 are the same as CESCA, 2 are inferior
to MSCA, 3 are inferior to OBSCA, 2 are inferior to CESCA.
What is more, it can be seen that the experimental results
of the OLSCA have superior performance better than those
obtained by FA, BA, PSO, andMFO algorithms on all the test
functions. In a word, it is evident that the proposed OLSCA
yields the best results on these test functions, compared with
FA, BA, PSO, MFO, and three other algorithms.

Besides, to demonstrate the significant superiority of the
OLSCA, Figure 3 presents the convergence rates of MSCA,
OBSCA, CESCA, BA,MFO, FA, PSO and SCAon 23 bench-
marks. as shown, regarding the problems of F1, F2, F6, F12,
F13, F14, F15, F21, and F23, the results of convergence curve

also prove that the proposedmethod can successfully enhance
the convergence rate of SCA, comparing with other popular
algorithms. In addition, the developed OLSCA can achieve
the optimal solution when dealing with F1, F2, F6, F12, and
F13. Because F12 and F13 belong to multimodal benchmark
functions, it should be noted that there are many LO. Even
though OLSCA is under such circumstances, the curves of
OLSCA declined rapidly and it can obtain the optimal posi-
tion. It proves that OL based SCA has superior exploration to
avoid the LO. As a result, the proposed OLSCA has a distinct
advantage compared with the original SCA.

B. PREDICTION RESULTS OF SINO FOREIGN
COOPERATIVE EDUCATION PROJECT
In this experiment, we conducted an evaluation of the
effectiveness of the OLSCA-KELM model. The detailed
results are tabulated in Table 9. From the table, it is evi-
dently seen that the accuracy of classification obtained
by OLSCA-KELM with feature selection (FS) is 95.83%,
the Matthews’ correlation coefficient (MCC) is 93.31%,
the sensitivity is 96.58%, the specificity is 94.65%, and
the variance of each is 0.0210, 0.0436, 0.0262 and 0.0471
respectively.

In addition, in the experiment, we can see that OLSCA
can automatically obtain the optimal parameters and fea-
ture subset of KELM, which shows that the addition of
OL strategy makes SCA have stronger search ability and
accuracy. In order to prove the effectiveness of this method,
we propose a comparative study with five other effective
machine-learning models, including OLSCA-KELM with
FS, OLSCA-KELMwithout FS, SCA-KELM, KNN, RF, and
SVM. The boxplot of these six methods is shown in Figure 4.
The results show that OLSCA-KELM with the FS model is
better than OLSCA-KELM without FS and OLSCA-KELM
model in four evaluation metrics, and its variance is also
smaller than OLSCA-KELM without FS and SCA-KELM
model. This means that the proposed OLSCA can assist the
KELM model to achieve better performance and stability.

Regarding the ACC index, OLSCA-KELM with the
FS model has gained the best evaluation effect, which
is 2.65% higher than the second-ranked RF method.
While OLSCA-KELM without FS, which is 3.02% lower
than OLSCA-KELM with FS. The difference between
SCA-KELM and SVM is minimal. The calculation result of
KNN model is the worst with the largest variance of 0.0351,
indicating that the KNN model is not stable in solving this
problem.

In terms of the MCC index, OLSCA-KELM with the
FS model still achieves the best results. The second fol-
lower is RF and OLSCA-KELM without FS. Compared
with OLSCA-KELM with FS, OLSCA-KELM without FS is
6.73% lower. The results of SVM and SCA-KELM are very
close, KNN performs worst, and its variance is the largest
with a value of 0.0898.

In terms of sensitivity evaluation indexes, OLSCA-KELM
with FS model has the best evaluation effect, followed by RF
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TABLE 6. Comparison results of the OLSCA and the other eight peers.
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TABLE 6. (Continued.) Comparison results of the OLSCA and the other eight peers.

TABLE 7. Ranking of comparison results between OLSCA and other eight peers.

TABLE 8. Wilcoxon test results of OLSCA and other peers.

model, with a difference of only 0.2%, followed by OLSCA-
KELM without FS which is 1.5 percentage points lower
than OLSCA-KELM with FS, SVM and KNN have little

difference, only 0.01 percentage points, OLSCA-KELM
model has the worst results, but SVMhas the largest variance,
reaching 0.0473.
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FIGURE 3. Convergence curves of 9 selected benchmark functions.

TABLE 9. The detailed results of OLSCA-KELM.

In terms of specificity index, the result of OLSCA-KELM
with the FS model is the best, and the variance is the small-
est. There is no significant difference among the models of
OLSCA-KELM without FS, SCA-KELM, RF, and SVM.
The difference between OLSCA-KELM without FS and
OLSCA-KELM with FS is 5.78%, the worst is KNN, only
87.85%, and the variance is also the largest, reaching 0.1222.

In order to illustrate the convergence of the proposed
OLSCA-KELM algorithm, the inclination that the accu-
racy changes with regard to the population iteration were
recorded. In Figure 5, it is found that after several itera-
tions, the OLSCA-KELM with the FS model can quickly
and continuously avoid the problem of premature conver-
gence to reach the optimal precision, which shows that the

OLSCA-KELMwith FS method has strong local search abil-
ity and global search ability. The reason is that the introduc-
tion of the OL mechanism makes the algorithm enhance the
local search ability and global search ability, and makes the
hybrid model keep a better balance status between explo-
ration and exploration.

By observing the curve that is shown in Figure 5, it is
found that the OLSCA-KELM without the FS model needs
more iteration to converge, and the accuracy is not as high as
OLSCA-KELM with FS. The accuracy of OLSCA-KELM
is the lowest among all algorithms, far less than that of
OLSCA-KELMwith the FS model, and it is not obvious with
the improvement of iteration accuracy, so it tends to trap into
the LO.
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FIGURE 4. Boxplot of the six methods on four evaluation metrics.

Figure 6 illustrates the statistical results of the frequency
for each feature that appeared in each feature subset during
the 10-fold CV procedure. Seven features, including MI,
TS, TTOP, STT, SS, SE, and IB, are shown to be the most
common factors chosen by the proposed OLSCA-KELM
during the feature selection procedure. Therefore, the factors
‘management institutions’, ‘teacher status’, ‘training objec-
tives programs’, ‘syllabus and teaching textbooks’, ‘student
satisfaction’, ‘social evaluation’, and ‘internal benefits’ may
play an important role in the evaluation of Sino foreign coop-
erative education project. Therefore, it is worthy of paying
more attention to these factors when updating the policies
and rules for the evaluation of the Sino foreign cooperative
education project.

V. DISCUSSIONS
The machine learning methods were adopted to select the
key factors of Sino foreign cooperation projects. From the
experimental results found in the study, the most important
characteristics include ‘management institutions’, ‘teacher
status’, ‘training objectives programs’, ‘syllabus and teach-
ing textbooks’, ‘student satisfaction’, ‘social evaluation’, and
‘internal benefits. In the actual evaluation process, these

FIGURE 5. Convergence plot of three methods.

characteristics do have a significant impact on experts’
evaluation.

The management agency plays an essential part in deter-
mining the success or failure of the project in actual operation.
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FIGURE 6. Frequency of 22 features selected by the OLSCA-KELM.

The final evaluation results of projects with high scores given
by management agencies are very satisfactory. Focus on the
management institutions can make full use of management
and supervision and form regular meetings, rules of proce-
dure, and other related systems. Through the open platform,
the school running level and category, primary setting, course
content, enrollment scale, and other primary school running
information can be regularly announced to the society, and an
effective communication mechanism can be established with
students to provide satisfactory services. Foreign high-quality
educational resources refer to educational resources with high
standards and school-running characteristics worldwide, and
at the same time have certain leading advantages in educa-
tion and teaching concepts, talent training models, courses,
teachingmaterials, teachingmethods, educationmanagement
systems, teachers, management teams and quality assurance
system. In the field of higher education, foreign high-quality
educational resources are generally represented as disciplines
and professions with the distinctive or existing school run-
ning experience. The introduction of high-quality education
resources, especially foreign high-quality teachers, courses,
teaching materials, and training programs, directly affects
the improvement of student training quality. The teaching
staff of both parties shall meet the requirements of education
and teaching, including the reasonable size of the teaching
staff, academic structure, teaching experience, and practical
experience. At the same time, four ‘‘one-third’’ principles
need to be formed, that is, the introduction of foreign courses
and professional core courses should account for more than
one-third of all courses and core courses of Sino foreign coop-
erative education programs. It is one of the critical indicators
for evaluation that more than a third of the total courses and
teaching hours of Sino foreign cooperative education pro-
grams should be core courses and teaching hours of majors.
Student satisfaction is a yardstick that reflects the quality and
level of running a school. By designing a student satisfaction
questionnaire, taking current students and graduates as sur-
vey objects, the students’ satisfaction with the Sino foreign

cooperative education project is investigated from fifteen
dimensions, including the level of teachers, curriculum set-
tings, teaching effectiveness, and students’ satisfaction with
self-growth and development and self-confidence in the
future, graduates’ evaluation and satisfaction with their career
development. The results of the survey are provided to experts
for reference through quantified data. Through investigation,
it was found that the students believed that the school-run unit
should improve in the aspects of curriculum arrangement,
teaching planning, service level, etc., and the expert ratings
and written opinions explained related issues. The social rep-
utation survey is mainly for the society, especially to under-
stand the students, parents, teachers, and other stakeholders
of the Sino foreign cooperative education project from five
dimensions. After research, it is found that projects with
higher expert scores will make all sectors of society gener-
ally believe that the majors established by the project meet
market demand, so the education and teaching environment,
management system, and overall evaluation of the project will
also be higher. It is the original intention of Sino foreign coop-
eration in running schools that the introduced educational
resources have better influence and radiating effect on the
teaching practice, discipline construction, scientific research,
teaching reform, and teacher capacity building of school-run
units, and have also created innovation in the management
system of school-run units enhancement. At the same time,
this will help improve the internal benefits of the school,
promote the introduction, absorption, and integration of high-
quality educational resources, promote the connotative devel-
opment of the main body of the school and increase the
depth and breadth of exchanges in the humanities, scientific
research, and academic fields between China and foreign
countries.

Several limitations to this study need further discussion.
First, the sample involved in this study is limited. It is essen-
tial to collect more samples to train a more unbiased learn-
ing model. Future research will consider a wider variety of
assessments. In addition, the attributes involved in this article
are relatively limited, and future research will consider more
attributes that affect the reliability of experts’ assessment.

VI. CONCLUSION AND FUTURE WORKS
This study proposes an effective OLSCA-KELM hybrid
model to evaluate Sino foreign cooperative education
projects. The main innovation of the proposed method is
that the OL mechanism is introduced into SCA to further
balance the global and local search capacity of SCA, and
the optimal prediction model of the kernel learning machine
is built to resolve optimization problems. First, the pro-
posed OLSCA is compared with some competitive peers on
23 benchmark problems to verify its efficacy. The simulation
shows that the proposed method has achieved a more excel-
lent and stable performance on these benchmark problems.
In addition, superior parameters and the subset of features
can be obtained by applying the proposed OLSCA inte-
grated with KELM. According to the experimental results,
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it is evident that the evaluation of Sino foreign coopera-
tive education exhibits higher prediction accuracy and more
stable performance compared with other machine learning
methods.

In our future work, several aspects need to explore further.
First, we can try to use the proposed OLSCA-KELM to
predict other similar problems, such as fund project evalu-
ation. Besides, the proposed method is expected to apply in
different practical problems such as image segmentation and
optimization of solar photovoltaic cells.
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