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ABSTRACT Traditional recommendation algorithms such as matrix factorization, collaborative filtering
perform poorly when lack of interactive information of user and product, known as the user cold-start
problem, which may cut down the revenue of E-Commerce platform. Moreover, it is more challenging
to generate recommendation lists for users who have no information at all because there is no preference
information about them that could be leveraged, which is the user fully-cold-start problem. In this paper,
a review aware cross-domain recommendation algorithm, called RACRec, is proposed to address the fully-
cold-start problem in the field of product recommendation. Firstly, reviews are dynamically selected by using
the adjacency matrix. Secondly, domain-specific preference vectors and domain-shared preference vectors
of the cold start user are extracted by a migration model. On the other hand, the product feature vector in the
target domain, which is generated from review texts by encoder and decoder, is combined with preference
vectors of the cold-start user to make the rating prediction. Experiments on the Amazon datasets reveal that
RACRec outperforms the state-of-the-art recommendation algorithms.

INDEX TERMS Cross-domain recommendation, select reviews, fully-cold-start, review aware recommen-
dation.

I. INTRODUCTION
Nowadays, people are more willing to shopping online. Fac-
ing the various choice of products provided by E-platforms,
people always have difficulty picking up the interesting one.
Recommender System [1] is considered an effective way
to solve such a problem, which led to the development
of traditional recommendation algorithms, such as Matrix
Factorization [2]–[4], Collaborative Filtering [5] and so on.
In order to meet the increasingly diverse user demand of
E-commerce, platforms usually divide their products into
many domains, such as Books, Movies, CDs, just like what
Amazon has done, which is a convenience for the planner of
the platform to hold activities to attract users to spend in the
target domain. Among those activities, attracting users who
have never shopped in the target domain to buy satisfactory
products are the most crucial goals. However, such new users
have no interactive information, so that the above methods
suffer from User Cold Start Problem [6], especially in the
field of E-Commerce platform. In such a situation, traditional
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recommendation algorithms often unable to generate valid
product recommendation lists for cold-start users.

The user profiling model is an important part of a product
recommender system, for it provides the preference informa-
tion of a user, which could be used to pick the interesting
products up by the product recommender system. So, in the
modern E-Commerce platform, such as Amazon, Tmall, and
JingDong, there are several feedback ways provided to make
opinions express more conveniently. Among these feedback
ways, the overall rating is a high-level one. Users usually
give a rating for a product after considering multiple aspects
of it. For example, when a user is giving a rating for a
phone, what he will consider are the size of the screen and
the price of the phone, etc. But what can we learn from
the overall rating is just the high-level information, not his
opinion about the screen and the price. On the other hand,
review text is a common way that E-Commerce platforms
provide users to express their detailed opinions about the
product. For example, one may give a review that ‘‘I like
the big screen of that phone, and the price is nice.’’ What
the recommender system can learn from the review is that the
user likes the big screen, and the value of money is something
he may seriously consider when buying a phone. So, the
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review text feedback is a way to compensate for the overall
rating feedback, especially when there are very few purchase
records. There is no doubt that the recommender system could
model a more precise user preference model by mining such
information from review texts.

It is well known that news has headlines, videos have titles,
and products have attribute characteristics and short descrip-
tions, which may help generate feature vector representation.
However, a product has dozens of attributes. The importance
of these attribute characteristics is quite different. For exam-
ple, the camera pixel weight of smartphoneswith high-quality
cameras as selling points should be more significant. For
music phones, the category of sound quality has a higher
weight. If we use these category features to generate product
representations, we cannot weigh these categories based on
the characteristics of the phone itself, because the weight
distribution of different phones is very different. And a large
number of category features will cause data sparseness. The
short description is what themerchant claims to be selling, but
the users may not necessarily agree, and the user’s concerns
are not completely included in this description. Thus, it is a
good choice to use encoded-reviews as product representa-
tions. For a smartphone, from its historical reviews, we can
find out which attribute characteristics of it will affect users’
purchases of it, such as ‘‘The aspect ratio of the mobile
phone is strange, making the entire screen look a little ugly,’’
It can be known that the ratio of screen length to width
is an important factor affecting customers’ purchase of the
phone. Extracting these important attribute features and user
preferences from multiple historical reviews of this product
can more accurately characterize the product features.

As we have mentioned before, E-Commerce platforms
divide their products into several domains to satisfy the need
of users. Users could buy products from different domains
and leave review texts and overall ratings. These reviews
and ratings provide the possibility to solve User Cold Start
Problem from the perspective of Cross-Domain Recommen-
dation [7]. Considering cold-start users in the target domain,
although the interactive information of them and the products
in the target domain is missing, they may leave some overall
rating and review text information in some other domain
behind. There is some user preference information that the
product recommender system could learn to transform into
the target domain, which may benefit the recommendation
list of the target domain’s products.

Some of the historical reviews are important, and some are
harmful. Before extracting preference features for products
and users, we first select the reviews. That is, pick the most
critical reviews for each user and product pair.

In this paper, a review-aware cross-domain recommenda-
tion algorithm, called RACRec, is proposed. Firstly, a CNN
[8] is employed to encode each original review into a vector,
which incorporates the sentiment information of the review
text. Secondly, valuable reviews are selected for each user
and product pair. Thirdly, domain-specific preference vectors
in the source domain and target domain and domain-shared

preference vectors in the source domain and target domain of
the cold start user are extracted by a migration model. On the
other hand, the product feature vector in the target domain
is generated from review texts by encoder and decoder. The
product feature vector is combined with preference vectors
of the cold-start user to make the rating prediction. The
contributions of this paper are summarized as follow:

1) A cross-domain recommendation algorithm RACRec is
proposed to generate the prediction for fully-cold-start users
in product recommendation.

2) A cross-domain migration model of reviews is used to
generate preference features for fully-cold-start users.

3) A strategy of review selection is implemented to select
useful historical cross-domain reviews dynamically for each
user and product pair.

4) Experiments have been designed to validate and analyze
the performance of RACRec both on cold and non-cold data.

The rest of this paper is structured as follows. Section II
will introduce some related work. The detailed structure of
RACRec will be explained in Section III, followed by exper-
imental results on the Amazon Dataset in Section IV. The
conclusion of this paper is presented in Section V.

II. RELATED WORK
A. DEEP LEARNING RECOMMENDER SYSTEM
Deep learning due to its power to form the high qual-
ity of the user/item representation has been applied in the
research of the recommender system widely. CNN has been
widely used for feature representation and has achieved good
results [18]–[20]. DeepCoNN [18] constructs the user and
item representation by two parallel CNN structure, which
consumes the review text. The representations of user and
item are put into Factorization Machine to predict the over-
all rating. However, it’s a single domain recommendation
algorithm, which is not suitable for the cold-start user. Sen-
tiRec [19] incorporates the sentiment information of review
text when modeling the user preference and product feature,
which is more scalable. MV-DNN [21] model is proposed to
map users and items to a latent space where the similarity
between users and their preferred items is maximized.

B. REVIEW-AWARE RECOMMENDER SYSTEM
The review text written by a user for a product contains rich
information such as the description of the preference of the
user, the feature of the product, and how much the user likes
it. By integrating such information, a recommender system
could enhance the effectiveness of recommendation. Many
works have mining such information to enhance the precision
of recommendation. Text mining is an ascent technology in
NLP. It is popular to leverage the topic model technology
to extract the topic information from review text, which is
combined with the latent factor model to form a more person-
alized recommendation, just like [9], [10]. Another branch
is to mining the sentiment information from review text to
make the user profile more accurately and an interpretable
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recommendation, just like [11]–[13]. The probability gener-
ation model is also integrated with review text to improve the
precision of recommendation as well as to integrate the inter-
pretable of recommendation, such [14], [15]. Some research
focuses on extracting what aspect a review text is talking
about. Such aspect information is combined with the latent
factor model [16] or generative model [17] to make the rating
prediction.

When recommending product i to user u, historical reviews
are not equally important, some are useful, and some are
useless, so we choose the most relevant reviews for this pair
(u, i). The correlation between two vectors can be learned
through Co-attentions [31], [32], and the corresponding Co-
attentions weights can be obtained. Affinity Matrix is one of
the effective ways to characterize Co-attentions [33].

C. CROSS DOMAIN RECOMMENDER SYSTEM
The cross-domain recommendation is considered as a practi-
cal approach to address the cold-start problem for its abil-
ity to introduce extract information about users or items.
Early approaches in the cross-domain recommendation are
to extend the traditional recommendation algorithm such as
Matrix Factorization, Collaborative filtering by simply merg-
ing additional datasets, which didn’t consider the heteroge-
neous between different datasets [22]. Later, the approaches
to learning the mapping relationship between user and item
are popular by which the user preference information or item
feature information could be transformed from the source
domain to the target domain, such as [23].

To solve the cold start problem, some models use only rat-
ing information for cross-domain migration [26]–[28]. LSCD
[26] generates shared user features and domain-specific user
features for rating matrices in multiple domains. CoNet [27]
transfers user characteristics to address cold start problems
by using neural networks as the base model. EMCDR [28]
uses the scoring matrix to extract features of users and items
and then employs a deep neural network to migrate features
between domains. They only use the rating information and
do not consider the more informative review information so
that the effect will be worse in the case of a fully-cold-start.
Besides, they poorly perform when recommending products
with a little history to users, because there is too little rating
information available.

There are also some cross-domain recommendation algo-
rithms that use reviews to connect different domains, that
is, reviews of users in different domains are used to extract
shared features between domains. For example, to solve the
‘‘out-of-vocabulary’’ problem of cross-domain transfer, Cen
et al. [29] extract a new CNN based model that leverages both
word-level and character-based representations. RC-DFM
[30] uses SDAE (stacked denoising autoencoder) to combine
reviews, content information, and ratings to make cross-
domain recommendations, and uses source domain reviews
and product content information to alleviate cold-start issues.
But they have a common problem that all the review infor-
mation is migrated from the source domain without filtering.

FIGURE 1. The overall architecture of RACRec.

This method will introduce noise because of the gap between
the domains.

The latest cross-domain recommendation algorithm I-DSN
[24] uses DSN (Domain Separation Network) [25] to extract
User Vector u, and SDAE is used to extract item hidden
representation h. The final classification result is corrected by
minimizing the difference between v (v = [v1, v2, . . . ,vL])
and h, where v is the softmax weights of u. Assuming that
there are L items in the target domain, then the discrete
content features of these L items are input to SDAE to obtain
h, and the discrete content features x of the items purchased
by the user in the source and target domains are used as
the input of DSN. Finally, get the prediction result y (y =
[y1, y2, . . . ,yL]), where yk represents the probability of the
user purchasing item k. The calculation process of y is as (1).

yk = p
(
y = k | xT

)
=

exp(vTku)∑
k′∈[1,2,...,L] exp(v

T
k′u
)

(1)

In the I-DSN, the feature representation h of the items is
only used to modify the softmax weight of the user feature
and is not directly used to calculate the prediction result,
which causes the model to focus on the user feature. But the
item feature learning is not sufficient. However, the feature
generation part of the user and product in our model is paral-
lel, product features and user features are equally important
for the prediction.

III. METHODOLOGY
The overall architecture of RACRec is shown in Fig.1. It
composes of ‘Review Encoder’ for encoding the original
review into a vector with sentiment information, ‘Reviews
Selection’ for selecting significant reviews for a pair of user
and product, ‘Migration of User Preference’ for transforming
the user preference information from the source domain to
target domain, ‘Product Feature Generation’ for compressing
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TABLE 1. Symbols in the paper and their meaning.

the vector representation of product and ‘Rating Prediction’
for taking the preference information of cold-start user and
feature information of product to generate the rating. The
main symbols used in this paper and their descriptions are
given in Table 1.

A. REVIEW ENCODER
It is a pre-processing process that reduces time and space
complexity. And users usually use sentiment words to express
whether they love a product or not. By mining such infor-
mation, a recommender system could build the user profile
more accurately, which means a more personalized recom-
mendation list. We also argue that emotional representa-
tions are suitable for product representations. Because in the
reviews, users describe the preferences for specific attributes
of the products in a fine-grained way. Therefore, the features
extracted by using the sub-network include not only the
attribute characteristics of the product but also the emotional
information of historical users on these attributes. When rec-
ommending the product to other users, such product charac-
teristics can more effectively represent the product. While,
in the modern E-Commerce platform, review-text feedback
always accompanies with overall rating feedback. Usually,
emotion user expresses in the review text, and the overall
rating is consistent. A natural inference is that the overall
rating information could be thought of as the emotion label of
the review text. Here, we define the emotion label of review

FIGURE 2. The process of reviews encoding.

text as (2) shows.

emotion =

{
1, if overall rating ≥ 3
0, if overall rating < 3

(2)

The emotion of review text with a rating greater or equal
to 3 is regarded as positive. Inspired by SentiRec [19], we set
up a CNN to incorporate such sentiment information when
encoding each review text into vector form. The architecture
is shown in Fig.2.

Each original review text Ru,i related to user u and prod-
uct i is consumed by several convolution filters W (W =

[W1, . . . ,Wk ]), and the window size of n-th convolution filter
Wn ∈ Rd×s is s. Then, Max Pooling is arranged after the
Convolution Layer to capture the most import feature. To get
a vector V u,i for the review, we next use a fully connected
layer FC1 with l units. In order to incorporate the sentiment
information into such a vector, Logistic Regression is dele-
gated to predict the emotion label of the review text by taking
the vector V u,i as input. The parameter of this structure is
updated by minimizing the cross-entropy loss of the emotion
label prediction. Finally, the output of the fully connected
layer is saved as the vector form of every review text.

B. REVIEWS SELECTION
For a pair of user u and product i, the most recent Z reviews
are used as input. The user review list urlist is spliced by u’s
review vectors, i.e., urlist = [V u,1,V u,2, . . . ,V u,Z ], and the
product review list irlist is stitched together by i’s review vec-
tors, i.e., irlist = [V 1,i,V 2,i, . . . ,V Z ,i]. Our goal is to select
the most important K reviews for user and item, respectively.

1) CALCULATION OF AFFINITY MATRIX
The Affinity Matrix A is calculated as (3).

Ap,q = F
(
urlistp

)
·M · F

(
irlistq

)
, (3)

whereM ∈ Rl×l and A ∈ RZ×Z . F(.) is a feed-forward neural
network function with f layers and l units.
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FIGURE 3. The process of the reviews selection.

2) REVIEW POINTERS
By taking the maximum of rows and columns of the matrix A,
co-attentions weights for urlist and irlist is calculated as (4).

Wurlist = maxcol (A) and Wirlist = maxrow (A) , (4)

where Wurlist is Co-attentions weight of urlist, and Wirlist is
Co-attentions weight of irlist.
The index of the largest K weight values inWurlist is taken

as a pointer Purlist to urlist. The index of the largest K weight
values in Wirlist is taken as a pointer Pirlist to irlist, which is
shown as (5).

Purlist = Wurlist .index (max (Wurlist ,K ))

Pirlist = Wirlist .index (max (Wirlist ,K )) (5)

Then the corresponding review vectors SRu is selected
from urlist according to the pointer Purlist , and SRi is selected
from irlist according to the pointer Pirlist . The vector we
get above is just a review-wise representation. To form the
user or product representation (uv or iv), we need to average
all the review vectors one has, just as (6). The process is
shown in Fig.3.

uv =

∑K
k=1 SR

k
u

T

iv =

∑K
k=1 SR

k
i

T
(6)

C. MIGRATION OF USER PREFERENCE MODEL
This paper is based on the assumption that user preference
information in one domain is consists of domain-shared part
and domain-specific part. Therefore, the user preference vec-
tor in the source domain is divided into User Domain-Specific
Preference Vector (SP-PV) and Domain-Shared Preference
Vector (SH-PV). Similarly, the user preference vector in
the target domain is also divided into domain-specific one
(TP-PV) and domain-shared one (TH-PV).

The approach to migrate the cold-start user’s preference
information from the source domain to the target domain we

used is to take the cold-start user’s SH-PV as his preference
vector TH-PV in the target domain. Inspired by Domain Sep-
aration Network [25], this paper has designed an architecture
to accomplish this task, which can be seen in the Migration
of User Preference of Fig.1.

The whole architecture is an encoder-decoder structure.
The encoder part consists of source encoder, target encoder,
and shared encoder, whose parameters are independent. The
user representation (uv) from different domains will be feed
into source encoder and target encoder separately to generate
the representation of the user’s specific preference infor-
mation in the current domain. As for the shared encoder,
it will consume all uv from every domain to extract the user
preference information, which could be shared among every
domain.

As shown in Fig.1, uVS is the user input from the source
domain and uVT is the user input from the target domain. Let
E(·) as the encoder function, andD(·) as the decoder function.
The shared encoder ESH and source encoder ESP generate
Ss and Sp separately by consuming the same uVS . Similarly,
Ts and Tp is constructed by shared encoder ESH and target
encoder ETP by taking uVT as input, which is shown in (7).

Ss = ESH (uVS) and Sp = ESP (uVS)

Ts = ESH (uVT ) and Tp = ETP (uVT ) (7)

Domain-specific and domain-shared features should be
easily distinguishable, so the difference between Ss and Sp
should as large as possible, as are Ts and Tp. The loss of
difference has been set up as (8).

Ldiff =
∥∥∥STs · Sp∥∥∥2F + ∥∥∥T Ts ·T p∥∥∥2F (8)

Besides, the target of shared encoder is to extract the user
preference vector, which could be shared between domains,
which means it can’t identify the domain from which it is
trained. To achieve such effect, Logistic Regression Domain
Classification is employed to predict the domain label y of Ss
(or Ts). For the output x of shared encoder (x = ESH (input)),
if input belongs to the source domain, the label y of x is 1.
Otherwise, the label is 2. By maximizing the domain classi-
fication loss caused by Logistic Regression Domain Classifi-
cation, the output of shared encoder from a different domain
is encouraged to be more distinguishable, which means the
output is similar enough so that the user domain-shared pref-
erence vector from source domain could be migrated to the
target domain. The loss of Logistic is shown as (9).

Lclass = −
[
Iy=1log (p (y = 1 | x))+Iy=2log (p (y = 2 | x))

]
(9)

Here, Iy=1 is the indication function. It equals 1 when y
equals 1. And p(y = 1|x) is the probability that the user
domain-share preference vector is x, and the predicted label
is 1.

On the other hand, to ensure that the SH-PV (or TH-PV)
and SP-PV (or TP-PV) are precise enough, a reconstruction
loss is added by introducing two domain-specific decoders.
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Recall that user preference information in each domain is
consists of domain-shared part and domain-specific part.
The domain-shared part and domain-specific part generated
by domain-shared encoder and domain-specific encoder are
added together. Such vectors are consumed by the domain-
specific decoder to reconstruct the user input. The recon-
structed user input could be represented as (10).

u′VS = DSP
(
Ss + Sp

)
u′VT = DST

(
Ts + Tp

)
, (10)

where DSP is the domain-specific decoder of the source
domain, DST is the domain-specific decoder of the target
domain.

So the reconstruction loss could be introduced as (11).

Lrec =
∥∥uVS − u′VS∥∥2 + ∥∥uVT − u′VT∥∥2 (11)

D. PRODUCT FEATURE AND RATING PREDICTION
Here, we employ an encoder-decoder model to generate prod-
uct features. Let EI (·) be an encoder function, DI (·) be
a decoder function, and iV is the input of EI in the target
domain.
Ip is the product feature calculated by (12), and Lirec is the

reconstruction loss could be expressed as (12).

Ip = EI (iV )

i′V = DI (Ip)

Lirec =
∥∥iV − i′V∥∥2 (12)

It is not enough to predict whether a user will buy a product.
We also need to predict the user’s rating on the product.
Taking Amazon as an example, users will score the purchased
products, and the score is in [1]–[5]. Score 1 indicates that
the user does not like this product, and score 5 indicates
that he likes it. For the user, he gave the product i a score
of 1. The score indicates that the user will click or buy the
product, but a score of 1 indicates that he does not like the
product, so recommending i to the user is a failure. Therefore,
if the purchase is only used as the evaluation indicator, user
satisfaction will decrease. So we divide the recommendation
task into 1) judging whether the user purchases the product
and 2) predicting the user’s rating on the product.

When predicting whether a user purchases a product,
the entire algorithm is a classification task, and the prediction
result P is calculated by (13). Negative log loss is used to
measure the gap between the predicted result Pi and the true
label Tr i. The objective function of the prediction part is
shown in (14).

P = softmax(Dense([Ts, Ip])), (13)

where Dense represents the fully connected layer.

Lpred =
∑num

i=1
−Pi · log(Tr i) (14)

When predicting the rating, the algorithm is a regression
task. The overall rating for u and i could be predicted as (15)

ratingpred = Ts·Ip (15)

FIGURE 4. The relationship of users in domain A and domain B. We keep
Uc only.

The difference between the prediction rating and true rating
is introduced as the loss of prediction as (16).

Lpred =

√∑num
i=1 (ratingpred i − ratingtruei )

2

num
(16)

E. OBJECTIVE FUNCTION
As we have introduced above, RACRec has several sub-
loss functions, including Ldiff , Lclass, Lrec, Lirec, and Lpred .
When training RACRec, we set up the total objective function
as (17).

L = Ldiff + Lclass + Lrec + Lirec + εpred · Lpred , (17)

εpred is the coefficient of Lpred .

IV. EXPERIMENTS
Experiments are designed to explore the performance of
RACRec. As for RACRec addresses Fully User Cold Start
Problem in a cross-domain way, the experiments in this
section are on a pair of domains in the Amazon Dataset.
One for source domain, while the other as the target domain.
The relationship of users in the two domain is shown as
Fig.4. Ut is the user who only have review texts and overall
rating information in Domain A, while history information
of Us could only be found in Domain B. And the review text
and overall rating information of Uc could be found in both
domains. This paper uses only Uc to construct the dataset.
The Amazon Dataset is collected by Julian McAuley [25],

[19], which contains 142.8 million reviews and overall rating
spanning 1996.05∼2014.07. Each piece of data contains uid,
iid, rating, and review, where uid is the user ID, iid is the
product ID, rating is the overall rating, and review is the text
that the user wrote for the product.

A. EXPERIMENT SETUP
This paper selects three pairs of source and target domains,
which are: Electronics (EI) & Cell_Phones_and_Accessories
(cell), EI&Sports_and_Outdoors (sports), EI&Video_Games
(video). The reason for choosing EI as the source domain is
that EI is a diversity domain which is large enough, and there
are many overlapping users in EI and other domains. Three
domains (cell, sports, video) which share the most common
users with EI, are selected as target domains.
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TABLE 2. Numerical statistics of U25_I25_Cold and U25_I25_NonCold.

FIGURE 5. The process of forming U25_I25_Cold. U tr
sc = U tr

tc, U
te
sc = U te

tc,
Ds = Dtrs + Dtes , Dt = Dtrt + Dtet , Uc = U tr

tc + U te
tc = U tr

sc + U te
sc.

To simulate a fully-cold-start situation, we generate a
fully-cold-start dataset U25_I25_Cold and a non-cold-start
dataset U25_I25_NonCold. The statistics of U25_I25_Cold
and U25_I25_NonCold are shown in Table 2. ‘U25_I25’
means that we select the data with more than 25 records of uid
in EI and cell, and more than 25 reviews of iid in EI (or cell).
Data set Ds of EI and data set Dt of cell are then generated.
U25_I25_Cold: As in Fig.5, EI and cell have the same

usersUc.Uc is divided into 4: 1 to getU tr
sc (U

tr
tc ) andU

te
sc(U

te
tc ).

Is and It are the product sets of EI and cell, respectively.
Then we get the training set Dtrs and the testing set Dtes in
EI, the training set Dtrt and the testing set Dtet in cell. The
reviews of U tr

tc in Dtrt are removed, we only use their review
information in Dtrs to train our model, and we can only use
historical reviews of U te

tc in Dtes .
U25_I25_NonCold:We take the first 80% records of each

user in Ds as the training set and the last 20% as the testing
set, and do the same for the cell. Users can use two kinds of
information, which come from EI and cell.

We set l = 50, d = 100, k = 26, s = 4, Z = 100,
f = 1, and εpred = 1000. All encoder (ESP, ESH , EST ,
EI ) are composed of two fully connected layers, and the
number of units of which is [25], [12]. All decoders (DSP,
DST , DI ) are composed of two fully connected layers, and
the number of units of which is [25], [50]. We use the grid
search to determine the optimal parameters. Each parameter
has a series of values, such as K is searched in the interval

[0, 10, 50, 80], εpred is searched in the interval [0.1, 1, 10,
100, 1000, 10000, 100000] and so on. Finally, the optimal
parameter combination on each data set is determined based
on the results of the grid search.

B. BASELINE ALGORITHM
Some baseline algorithms we compare to are described as
follows.

1) CoNet [27]
A cross-domain recommendation algorithm based on neural
network to implement feature migration. We actualize CoNet
with python code.

2) LSCD [26]
A Cross-Domain Collaborative Filtering algorithm. LSCD
also extracts domain-specific and domain-shared features
for users. The difference is that these features are extracted
through rating matrixes. We implement it using the matlab
code provided by the author.

3) BiasedMF
A traditional recommendation algorithm, which predicts the
overall rating as the product of the latent user vector and latent
product vector.

4) SVD++
The variant of BiasedMF, which considers the appearance of
user-product interaction as an indication of user preference to
generate more precision recommendation.

5) I-DSN [24]
I-DSN is a cross-domain recommendation algorithm, which
uses DSN to migrate user preference across domains.

C. EXPERIMENT RESULT
We consider two evaluation indicators, AUC and RMSE. The
smaller the RMSE, the better the effect. The bigger the AUC,
the better the effect. When the evaluation indicator is AUC,
we sample 99 negative examples for each user for training and
prediction. AUC represents the probability that the predicted
positive example is ranked before the negative example. For
the task of determining whether a user purchases a product,
AUC is used to evaluate the recommendation effect.
The rating prediction problem considers how to predict the

rating accurately, so we use RMSE to evaluate the prediction
effect, as shown in (18).

RMSE =

√∑len(test)
i=1 (ratingpred i − ratingtruei )

2

len(test)
, (18)

where test is the testing set.
The best performance of these algorithms is shown in

boldface. The experiment results of U25_I25_Cold is pre-
sented in Table 3. We can find that RACRec achieves the
smallest RMSE in all domains. The improvement of RMSE
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TABLE 3. RMSE and AUC results of U25_I25_Cold.

TABLE 4. RMSE and AUC results of select reviews of U25_I25_Cold.

TABLE 5. The impact of each loss on the recommendation effect.

of RACRec on sports, video, and cell is 0.58%, 0.57%,
and 0.34%. In the case of fully-cold-start users, the best
performing baseline model is CoNet. However, LSCD per-
forms poorly, even worse than the simplest matrix factor-
ization because it only extracts features based on matrix
factorization. I-DSN performs poorly because its product
characteristics are not directly involved in the prediction of
results. RACRec achieves the largest AUC in all domains.
The improvement of AUC of RACRec on sports, video,
and cell is 9.18%, 15.91%, and 0.94% in the case of fully-
cold-start users. Our RACRec learns the characteristics of
users and products from reviews. Compared with the rating,
the advantage of the review becomes apparent, which can
more accurately and meticulously capture the interest char-
acteristics of users.

1) THE ROLE OF SELECTED REVIEWS
Table 4 shows the comparison of the results of CoNet
and the three forms of and RACRec, which including
RACRec_sele50, RACRec_sele10, and RACRec_sele0.
RACRec_sele50 means that we select the 50 most important

FIGURE 6. Effect of review selection on RMSE.

reviews from user’s and product’s historical reviews, respec-
tively. RACRec_sele0 means that we do not select reviews,
and all reviews are retained. It can be seen from Fig.6 and
Fig.7 that choosing a different number of reviews will have a
great impact on the recommendation result, and the ranking
is RACRec_sele10 > RACRec_sele50 > RACRec_sele0.
On sports, cell, and video, selecting the most relevant 10 ones
is more appropriate. The effect is very bad if no selection is
made at all because there are too much noise data across the
domain. Too many reviews are selected will also reduce the
effect, and choosing the proper number of reviews is the best.

2) EFFECT OF EACH LOSS
In the training process, the five parts of the loss function
will affect the parameter update, so the model will not focus
only on the loss of the RMSE part. To verify the above
statement, we set the five parts of the loss to 0 one by one
to illustrate the effect of each part on the recommendation
result, and the results are in Table 5. The loss consists of
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TABLE 6. RMSE and AUC results of U25_I25_NonCold.

FIGURE 7. Effect of review selection on AUC.

Ldiff ,Lclass, Lrec, Lirec, and Lpred , where Lpred is the RMSE
loss. It can be seen from Table 5 that any loss set to 0 will
reduce the recommended effect, and when Lpred is set to 0,
the effect reduces the most. The above result is in line with
our expectations. Our main task is to predict the rating. The
other part of the loss is to serve the feature construction in the
prediction process.

3) EFFECT ON NON-COLD START DATA
We also performed experiments on the non-cold start dataset
U25_I25_NonCold, as shown in Table 6. When users and
products have richer information in both domains, the effect
of CoNet becomes better. At this time, the review selec-
tion also loses its utility. The possible reason is that the
historical data in the current domain is useful and low
noise. So RACRec_sele0 without feature selection will be
more suitable than RACRec_sele50 and RACRec_sele10
in cell.

V. CONCLUSION
In this paper, we propose a cross-domain recommendation
algorithm RACRec for Fully User Cold Start Problems and
make a valid selection for cross-domain reviews. Experi-
ments have proven that RACRec works well, and the review
selection is indeed indispensable. However, RACRec does
not solve the non-cold start problem very well. In the future,
we will consider introducing CNN into the process of user
feature migration and migrate rating and review information
at the same time.
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