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ABSTRACT Recently, significant progress has been made in pixel-level semantic segmentation using deep
neural networks. However, for the current semantic segmentation methods, it is still challenging to achieve
the balance between segmentation accuracy and computational cost. To address this issue, we propose the
Contextual Attention Refinement Network (CARNet). In this method, we construct the Contextual Attention
Refinement Module (CARModule), which learns an attention vector to guide the fusion of low-level and
high-level features for obtaining higher segmentation accuracy. The CARModule is lightweight and can be
directly equipped with different types of network structures. To better optimize the network, we additionally
consider the semantic information, and further introduce the Semantic Context Loss (SCLoss) into the overall
loss function. In the experiments, we validate the effectiveness and efficiency of our method on several public
datasets for semantic segmentation. The results show that our method achieves a good balance on accuracy
and computational costs.

INDEX TERMS Real-time semantic segmentation, contextual attention refinement module, semantic

context loss.

I. INTRODUCTION

Semantic segmentation is an important task in computer
vision because it plays a vital role in many real-world appli-
cations, e.g., autonomous driving [1], [2], media genera-
tion [3], [4], medical image analysis [5], [6] and multimedia
content analysis [7], [8]. Given an image, a semantic seg-
mentation algorithm is expected to accurately partition the
target object(s) from the background region. In other words,
the algorithm should recognize, locate, and delineate the tar-
get object(s) simultaneously. Therefore, compared with other
visual information processing tasks, semantic segmentation
has its unique requirements.

The emergence of Fully Convolutional Networks (FCN)
[9] paves way to the rapid development of semantic seg-
mentation by using deep learning models. FCN achieves
pixel-level inference by converting the last fully connected
layer of traditional architectures, such as VGG [10] and
AlexNet [11], into a fully convolutional layer. A large number
of methods choose the architecture of FCN as their baseline
such as [12]-[14].
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Despite the achieved success, the current semantic seg-
mentation methods can hardly satisfy the growing demands
of real-world applications. A main challenge is the bal-
ance between segmentation accuracy and speed. On the
one hand, in the convolutional structure, the operations of
pooling and striding inevitably lose the spatial information
and thus produce low-resolution network outputs. Various
strategies can be used to generate more accurate segmenta-
tion results, e.g., designing a dilated convolution [15], com-
bining features at different levels [16], and employing a
multi-scale context aggregation strategy [17]. On the other
hand, these improvements possibly lower the implementation
efficiency. However, achieving a balance between accuracy
and speed is critical for the semantic segmentation task in
many real-time applications, such as autonomous driving and
computer-assisted surgery.

In a typical semantic segmentation model, low-level and
high-level features can be both learned along the pipeline.
Taking Fig. 1 for example, the feature map extracted from
the shallow layers contains more low-level details, such as
salient boundaries. In the deep layers, the extracted fea-
ture map becomes more aware of semantics, such as the
grouped regions with respect to categories and attributes.
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(a) Original image

(b) shallow-layer feature map  (c) deep-layer feature map

FIGURE 1. Feature maps learned from different layers of our CARNet.

The above two types of information can be complementary
for accurate segmentation. However, their combination is
not straightforward. Moreover, although low-level features
contain much useful information, their importance to the
final inference is not equal. In this context, we propose
the CARNet (Fig. 2) that fully leverages these two types
of information. In the CARNet, the key component is the
CARModule shown in Fig. 3, which fuses features learned
from (relatively) shallow-layers and (relatively) deep-layers.
We note that the proposed CARModule is lightweight, as it
only contains approximately 0.225M parameters and 4.3M
FLOPs in a typical application. Our segmentation method
equipped with CARModule is also lightweight and achieves
good segmentation accuracy in real time. In the experiments,
we compare our method with several state-of-the-art methods
on three public datasets. The results empirically show that our
method achieves a better balance between segmentation accu-
racy and computational costs. Ablation studies also validate
the effectiveness of the key elements in our method.
Our contribution includes the following aspects:

1) We propose the CARModule that effectively improves
the semantic segmentation accuracy. This module is
able to fuse and enhance the features from neighboring
stages of the pipeline under the guidance of the learned
attention. Furthermore, the CARModule has low com-
putational costs and is capable of being equipped
with different architectures, such as ResNet [18] and
MobileNet [19].

2) We introduce a novel Semantic Context Loss (SCLoss)
into the overall loss function. In this way, the extended
loss function jointly considers pixel-level cross entropy
and global-level semantic information, thus better opti-
mizing the whole segmentation model.

Based on the above components, our CARNet achieves
competitive performance in terms of accuracy and computa-
tional cost on several public datasets.

The remainder of this paper is organized as follows.
Section II briefly introduces the related works. Section III
describes our proposed method. In Section IV, we demon-
strate and analyze our experimental results. Section V con-
cludes the paper and discusses possible future directions.

Il. RELATED WORK

In this section, we briefly introduce related research on deep-
learning-based semantic segmentation. First, we introduce
methods aimed at enhancing segmentation accuracy. Then,
we introduce the real-time segmentation methods. Finally,
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we present the differences between our method and several
closely related methods.

A. METHODS FOR ACCURACY

Accuracy is the prime concern for the semantic segmenta-
tion task. There are extensive works that aim to enhance
segmentation accuracy. Ronneberger et al. [14] propose
U-Net, which exploits skip connections between the encoder
block and the decoder block. This research provides a useful
strategy for semantic segmentation, which boosts segmen-
tation accuracy by appropriately combining shallow-layer
features (low-level) and deep-layer features (high-level).
To pursue higher accuracy, RefineNet [20] also adopts
this strategy. It uses a deep residual network [18] as its
backbone and adopts a more complicated skip-connection
component. Apart from methods using skip connections,
[21]-[23] utilize the saved pooling indices and deconvo-
lution to recover the lost details in pooling. However,
the information brought by pooling indices is still limited.
To reduce the usage of pooling and stride convolution, dilated
convolution [15] is a useful technique that enlarges the
receptive field without using any downsampling operation.
Reference [15] also aggregates a multi-scale context by set-
ting different dilated rates, which validates that leveraging
context information is beneficial for gaining higher accuracy.
In contrast to the enlarging of receptive field only, [16] uti-
lizes global pooling for extracting the global context, and
enhancing the middle-level features. Reference [16] vali-
dates that the construction of the global context is important,
while the conventional convolution neural network cannot
provide a sufficient global context. To fully leverage the
multi-scale context, [17] proposes Pyramid Pooling Mod-
ule (PPM) and [12] introduces Atrous Pyramid Pooling Mod-
ule (ASPP) as a variant of PPM. Recently, Li et al. [24]
concentrate on the attention mechanism in semantic seg-
mentation based on the expectation-maximization algorithm.
A common limitation of accuracy-oriented methods is their
expensive computational costs, which brings challenges for
the applications with real-time requirements.

B. METHODS FOR SPEED

Real-time semantic segmentation techniques emphasize the
balance of speed and accuracy. In other words, they try to
reduce parameters and FLOPs of the whole model on the
premise that the accuracy loss should be as small as possi-
ble. For example, SegNet [22] exploits a small architecture
to reduce network parameters and achieves 57% MIoU at
14.7 FPS on 640 x 360 images of the Cityscapes test set.
ENet [13] builds a tight framework to improve efficiency and
achieves 58.3% MIoU at 76.9 FPS on 512 x 1024 images of
the Cityscapes test set. ICNet proposed by Zhao et al. [25]
exploits the strategy of multi-scale inputs and cascaded
frameworks. It achieves 67.1% MIoU on 720 x 960 images for
the CamVid [26] test set. BiSeNet [27] constructs a separable
spatial path and semantic path to reduce computational costs
and achieves 68.4% MIoU at 72.3 FPS on 768 x 1536 images
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FIGURE 2. The architecture of the Contextual Attention Refinement Network (CARNet). In the figure, “1 x 1Conv x2" denotes two

cascaded 1 x 1 convolutions.

of the Cityscapes test set. In this model, the semantic path
aims to extract semantic features, and the spatial path is
to maintain spatial details. Recently, Li et al. [28] use the
strategy of multi-scale feature propagation to construct the
real-time segmentation framework, which achieves a good
balance between accuracy and speed.

C. DIFFERENCE BETWEEN OUR METHOD AND THE
RELATED WORKS

Inspired by the insightful thoughts of the above-mentioned
works, we build a network called CARNet for real-time
semantic segmentation. The differences between our method
and several related ones are described in the following:

1) Compared with [14] and [20], our method does
not directly utilize shallow-layer features to refine
deep-layer features. Instead, we learn an atten-
tion vector to weigh more on the important fea-
tures and less on the unimportant ones. Although
both the RefineNet [20] and our CARNet build an
encoder-decoder structure, they still have differences
in three aspects. First, the CARNet additionally con-
siders the global features. Second, we use multi-
ple CARMoudules along the different stages of the
pipeline. Third, we introduce the Semantic Context
Loss (SCLoss) to better optimize the model.

2) Compared with the methods using context informa-
tion, such as [12], [16], [17], our CARNet fuses and
enhances the learned feature maps at all the different
resolutions in the pipeline. Furthermore, we build our
loss function by simultaneously considering local pre-
diction errors and global semantic context differences.
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lil. PROPOSED METHOD
In this section, we first present the structure of our
CARNet. Then, we introduce the proposed CARModule and
the extended loss function.

A. THE ARCHITECTURE OF CARNet

As shown in Fig. 2, our CARNet is an encoder-decoder struc-
ture. In the encoder part, the choice of the backbone network
structure is open. We choose the ResNet structure [18] to
exemplify the encoder part of our CARNet. In the backbone
network, the features are gradually condensed into low reso-
lutions. According to different feature resolutions, we divide
the backbone network into four parts (i.e., Res-1, Res-2, Res-
3, and Res-4), which have the 1/4, 1/8, 1/16 and 1/32 resolu-
tions of the input image. Particularly, we use global pooling
to extract an additional global feature (1 x 1 x 256) from the
output of the backbone network.

The aim of the decoder part is to learn more accurate
feature maps for pixel inference while keeping the com-
putational costs of this part at a small scale. As shown
in Fig. 2, the decoder part has four CARModules, which have
connections with the four components at the corresponding
resolutions in the encoder part. These CARModules aim
to gradually enhance low-resolution feature maps by fusing
the feature from different scales. For example, CARModule-
1 fuses the feature from the Res-4 layer and the extracted
global feature. Moreover, we adopt the Chained Residual
Pooling (CRP) module [20] to post-process the fused fea-
tures. For the details of CRP, we refer readers to [20]. From
CARModule-1 to CARModule-4, the feature resolutions are
gradually recovered from 1/32 to 1/4. Then, the learned
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FIGURE 3. The architecture of the Contextual Attention Refinement Module (CARModule). H, and W, denote the height and width
of input features in the ntf" CARModule. C denotes the number of categories.

feature map is sent into the 3 x 3 convolutional classifier to
produce the final prediction.

Remarks: The CARNet achieves a balance between
accuracy and speed. As for the speed, in the encoder,
we first gradually downsample features into low-resolution
ones. This strategy is different from the methods main-
taining high-resolution feature maps in the pipeline (e.g.,
deeplab [12]). Second, the decoder is computationally modest
because we adopt 1 x 1 convolutions to construct CAR-
Module. The motivations lie in two aspects. On the one
hand, convolutional operators in the fusion block aim to
1) transform the features from different stages into a common
space or 2) make dimension adjustment. Therefore, utiliz-
ing convolutions with large kernels is not necessary. On the
other hand, using 1 x 1 convolutions can further decrease
the model’s computational costs. Therefore, the CARModule
only contains approximately 0.225 M parameters and the
decoder component totally includes 5.5 M parameters.

As for the accuracy, first, appropriate cooperation between
shallow-layer and deep-layer features enhances the feature
representations. Second, the extended loss function by addi-
tionally considering global semantics can better regularize
the network to perceive context information, and further pre-
serves the model’s accuracy. As stated above, the feature
fusion and the extended loss function can be implemented
with lightweight computational costs.

B. CONTEXTUAL ATTENTION REFINEMENT MODULE

1) MODULE STRUCTURE

The proposed CARModule structure is shown in Fig. 3.
Specifically, the inputs of the CARModule are from two
neighboring components in the encoder stage. One is from
the current scale of features, and the other is the up-sampled
features from its succedent components. It is known that the
features learned from deeper layers contain relatively more
semantic information. Thus, we call the two inputs low-level
features and high-level features. After concatenating them
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together, we send the combined features into a pipeline con-
taining global pooling, 1 x 1 convolution (dimension chang-
ing) and ReL.U (nonlinear mapping). This output is sent into
two sub-paths. The first is to generate an attention vector, and
the other is to generate a semantic vector. The attention vector
is used as the fusion weights between the low-level features
and the high-level features. The semantic vector is used to
build the Semantic Context Loss (SCLoss) for regularizing
the training process.

2) FEATURE FUSION
For each CARModule, the feature fusion is realized via a
weighted combination of the two fusion sources (Eq. 1).

F=0,9F +F; ey

Here, F and F, are the low-level features and the high-level
features, respectively. ® is the channel-wise multiplier. o,
is the learned attention vector, which is obtained from the
following process:

04 = Sigmoid(W, - (W - ReLUW - G(F; ® F2)))) (2)

Here, W, W; and W; both denote 1 x 1 convolutions. &
denotes concatenation operation, and G(-) denotes global
pooling.

Remarks: First, the learned attention vector o, is used to
emphasize important details of low-level features. Therefore,
in each component of the CARNet decoder part, the fused
features F can be strengthened by carefully combining var-
ious features. In other words, the low-level (or shallow-
layer) features are effectively selected under the guidance
of a high-level context before fusion. Second, we note
that the CARModule can be efficiently implemented, as all
its components are computationally inexpensive. Third, the
CARModule has a good portability because it only requires
features extracted from different network layers. For exam-
ple, we can conveniently equip the CARModule into the
MobileNet, of which the process is slightly different from
“ResNet+CARModule”.
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C. LOSS FUNCTION

By re-examining the CARNet structure, the cooperation

between the encoder part and the decoder part exists in all dif-

ferent resolutions. To better control the training process, a loss

function covering the whole CARNet should be designed.
To this end, we first present our loss function in Eq. 3.

N
Ciowal = bp + 2 Y 0 3)
n=1
In the function, £, is the traditional cross-entropy loss exten-
sively adopted in semantic segmentation tasks. £% is the
proposed Semantic Context Loss (SCLoss) function applied
to the n” CARModule. Here N denotes the total number
of adopted CARModules. A is a hyperparameter weighing
between the traditional loss and the SCLoss.
Next, we introduce the detailed construction of these two
types of loss. For £, we follow the conventional definition:

H W C

by =— Z Z Z)’(i,j,k)log(x(i,j,k)) “

k=1 j=1 i=1

Here, C denotes the total number of categories. H and W

denote the height and width of one-hot encoded ground truth.

By using the bilinear interpolation operator, the network

output is kept in the same size as the ground truth map

(H x W x C). xjj ory;j denotes the value of the element

from the prediction or ground truth map located in (i, j, k).
Our SCLoss is defined as follows:

c
==Y vlogoy) )

i=1
In SCLoss, V. = {vay,....V@,....vc)} denotes the
ground-truth semantic one-hot vector (1 x 1 x C),
revealing the categories included in the image. oy =

{O’S( 15 e es Os(i)s - - o s (TS(C)} is the learned semantic vector
(Ix1xC):

o5 = Sigmoid(W4 - (W3 - ReLU(W - G(F; & F2)))) (6)

Here, W3 and W4 denote 1 x 1 convolutions.

Remarks: We build the loss function in Eq. 3 based on
the following considerations. First, the SCLoss ¢; involves
in the connections between the encoder and the decoder
at different resolutions, which fully leverages the proposed
CARNet. Second, the traditional loss £, and the SCLoss £ are
complimentary to each other. On the one hand, £, measures
local pixel-wise training errors. On the other hand, with o as
an overall semantic descriptor on input images, £; measures
a more global loss. By leveraging these two types of loss,
the training process is expected to be better regularized. The
ablation study in the next section empirically validates our
extension on the loss function.

IV. EXPERIMENTS
We conduct extensive experiments to evaluate our method.
The experimental data include three public datasets:
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Cityscapes [34], NYUDv2 [35], [36], and ADE20K [37].
In this section, we first compare our method with several
off-the-shelf semantic segmentation methods in the aspects
of accuracy and computational costs. Then, we conduct
ablation study to validate the contributions of our method.
In these experiments, we adopt deep residual network
(ResNet) [18] as the backbone. To demonstrate the flexibility
of our CARModule, we further conduct experiments on the
MobileNet [19] and provide corresponding results.

A. IMPLEMENTATION DETAILS

The implementation details are described in the follow-
ing. The codes were implemented under the Pytorch plat-
form.! The experiments on Cityscapes were conducted on
the NVIDIA TITAN X GPU card. The experiments on
NYUDv2 and ADE20K were conducted on the GTX 1080 Ti
GPU card. For the three datasets, we adopted slightly differ-
ent training strategies. For the NYUDv2 dataset (relatively
small data size), we set the initial learning rate 5¢~* for the
encoder part and 5¢~3 for the decoder part. We halve the
learning rate for every 100 epochs until a total of 300 epochs,
or the accuracy stops improving. For the Cityscapes and the
ADE20K dataset (relatively large data size), we set the initial
learning rate le=> for the encoder part and le=? for the
decoder part. We reduce the learning rate by one-fifth for
every 100 epochs until a total of 300 epochs, or the accuracy
on validation set stops improving. The commonly used data
augmentation strategies were adopted. For example, we ran-
domly flip and scale the images from 0.5 to 2. We set 0.9 for
momentum and le™> for weight decay. In particular, we set
different crop sizes for the three datasets, i.e., 500 x 500 for
the NYUDv2 dataset, 580 x 580 for the ADE20K dataset,
and 800 x 800 for the Cityscapes dataset. Due to the limited
GPU memory, we set the mini-batch size as 6 during the entire
training process. In our method, without special explanations,
we set the hyperparameter A = 0.2 and adopt four CARMod-
ules for our CARNet, in which each CARModule is equipped
with SCLoss. In the part E of this section, we validate our
parameter setting.

As for the quantitative evaluation, we use Mean Intersec-
tion over Union (MIoU), described in Eq.7, as the metric
for measuring accuracy. In Eq.7, pj;, pjj, and pj; denote the
number of true positives, false positives and false neg- atives,
respectively. k 4+ 1 denotes the category number. We adopt
four metrics for evaluating computational costs, includ-
ing floating-point operations (FLOPs), parameter number
(Params), implementation time (Time) and frames per sec-
ond (FPS).

k

1 Pii
MloU =
k 3
kel ; Y j=0Pij + 2j—o Pji — Pii

N

B. CITYSCAPES
The dataset of Cityscapes is widely used in semantic segmen-
tation, especially for evaluating real-time methods. It contains

1 https://pytorch.org
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a large number of street scenes collected from 50 different
European cities. This dataset provides 5000 fine-annotated
images and 20000 coarse-annotated images. Our method is
trained with fine-annotated images in all experiments. There
are 2975 images for training, 500 images for validation, and
1525 images for testing. The ground truth annotations of the
test set are not released yet. We obtained the accuracy on
this dataset by submitting our results to the official evaluation
server.”

We compare our method with several state-of-the-art
methods in terms of accuracy and efficiency. Of note, our
method has four versions, i.e., CARNet-ResNet50, CARNet-
ResNet101, CARNet-ResNet152, and CARNet-Mobile. The
first three ones use ResNet with different layers as the
backbone, and the last one uses MobileNet as its back-
bone. We have the following observations from the results
listed in Table. 1. Compared to RefineNet-ResNet101 [20],
CARNet-ResNet101 has better performance in terms of
MlIoU, FLOPs, and Params. With only one-eighth FLOPs
and one-fourth Params, CARNet-ResNet50 achieves slightly
worse accuracy (0.4%) than RefineNet-ResNet101. Even
for CARNet-ResNet152, which is our most computation-
ally expensive versions, it still acquires less computational
costs but higher accuracy than [20]. Compared to the
PSPNet [17] trained with extra coarse-annotated images, our
CARNet-ResNet152 has a much lower accuracy (approxi-
mately 6% lower) but much higher efficiency (more than
37 times higher in FPS). Compared to the ICNet [25] trained
with coarse-annotated images, our CARNet-Mobile version
achieves comparable accuracy but with much less compu-
tational costs (15% Params and 60% FLOPs of the ICNet).
Compared to the two versions of BiSeNet [27] (BiSeNetl and
BiSeNet2), our method also achieves comparable or bet-
ter results. For example, CARNet-Mobile has better per-
formance on both accuracy and speed than BiSeNetl. The
performance of CARNet-ResNet101 is roughly comparable
to that of BiSeNet2. We also provide a visualized param-
eter comparison in Fig. 4. From the figure, we can see
that our four versions (the four red dots) form a Pareto-like
boundary among all the methods. The enveloping line of
the four versions presents a clear trend of balance between
accuracy and speed. Finally, in Fig. 5, we demonstrate some
segmentation results of our method based on the Cityscapes
validated set. By comparing the four versions of our method,
we can observe that CARNet-ResNet152 achieves the best
performance on accuracy, which is consistent with the trend
in Table. 1.

C. NYUDv2

NYUDvV2 is a standard semantic segmentation dataset con-
taining a total of 1449 indoor RGBD images with 40 different
categories. Among them, 795 images are for training, and
654 images are for testing. Of note, we do not use any depth
information in NYUDv2.

2https://WWW.cityscapes-dataset.com/submit
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FIGURE 4. Visualized comparison between our method and other
state-of-the-art methods. Red marks denote different versions of our
method. Blue dots denote the methods for comparison. ‘" indicates that
the method uses coarse annotations of the Cityscapes dataset during the
training process.

First, we present some segmentation results based on the
four versions of our method in Fig. 6. Similarly, we can see
that our method achieves a more accurate segmentation result
when a larger backbone is adopted. Second, we compare our
method with two closely related works [20] and [38] in terms
of both accuracy and computational cost. Table. 2 reports the
experimental results. Compared with the LWRF method [38],
our CARNet has consistently better accuracies under differ-
ent baseline structures (ResNet50, ResNet101, ResNet152)
The FLOPs of our three CARNet-ResNet versions are com-
parable to their corresponding LWRF-ResNet counterparts.
Larger superiority on both accuracy and computational costs
can be seen in the comparison between RefineNet [20] and
CARNet. We also test the CARNet-Mobile version on this
dataset. Compared with LWRF-ResNet50, CARNet-Mobile
has only 29% FLOPs of LWRF-ResNet50 with 1.9 % accu-
racy loss.

D. ADE20K

ADE20K is a large-scale scene parsing dataset containing
more than 20 K scene images with 150 object categories.
There are 20100 images for training and 2000 images for val-
idating (the test set is temporarily unavailable). This dataset
is considered challenging for the semantic segmentation
task.

The results for comparison are listed in Table. 3. We can see
that the two versions of our method (CARNet-ResNet101 and
CARNet-ResNet152) do not achieve the best accuracy. Nev-
ertheless, the accuracy gap between the best two methods
(PSPNet-ResNet101 and PSPNet-ResNet152) [17] and ours
is not large (approximately 1% for the same baseline struc-
ture), while our computational costs are much less than
PSPNet based methods. These results again validate that
our method achieves a good balance between accuracy and
speed. In addition, we also test the performance by using the
CARNet-Mobile on the ADE20K dataset.and the accuracy
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FIGURE 5. Some examples of our method’s segmentation results and the ground-truth annotations on the Cityscapes validation set.

TABLE 1. The results on Cityscapes test set. “i” indicates the methods using extra coarse-annotated images of Cityscapes dataset. “msc” indicates that
the method adopts the multi-scale strategy. Time (ms) and Frame (fps) results are from a single NVIDIA TITAN X GPU card. “—" means the result is
unavailable.

Method | Inputsize FLOPs(G) Params (M) Time (ms) Frame (fps) | MIoU (%)
SegNet [29] 640 x 360 286 29.5 60 16.7 57
ENet [13] 640 x 360 3.8 0.4 7 1354 57
SQ [30] 1024 x 2048 270 — 60 16.7 59.8
CRF-RNN [31] 512 x 1024 — — 700 1.4 62.5
DeepLab—CRF—LargeFOVT [12]| 512 x 1024 457.8 262.1 4000 0.25 63.1
BiSeNetl [27] 768 x 1536 14.8 5.8 13 72.3 68.4
ICNett [25] 1024 x 2048 28.3 26.5 33 30.3 70.6
FRRN [32] 512 x 1024 235 — 469 2.13 71.8
TwoColumn [33] 512 x 1024 57.2 — 68 14.7 72.9
RefineNet-ResNet101 [20] 512 x 1024 541.4 118.1 — — 73.6 (msc)
BiSeNet2 [27] 768 x 1536 55.3 49 21 45.7 74.7
PSPNet-ResNet101 T [17] 713 x 713 412.2 250.8 1288 0.78 81.2
CARNet-Mobile 512 % 1024 17.6 3.9 126 79.4 70.7
CARNet-ResNet50 512 x 1024 64.8 28.6 15 66.7 73.2
CARNet-ResNet101 512 x 1024 103.8 47.6 25 40 74.2
CARNet-ResNet152 512 x 1024 142.9 63.3 34 294 75.2

Original image Ground truth CARNet-Mobile CARNet-ResNet50 CARNet-ResNet101 CARNet-ResNet152

FIGURE 6. Some examples of our method’s segmentation results and the ground-truth annotations of the NYUDV2 test set.

is only comparable to Cascaded-DilatedNet [37]. However, E. ABLATION STUDY
it has a very small number of parameters (4.2M), which is In this section, we conduct ablation studies to further validate
much lower than all the other competitors. our method. We organize this subsection into four parts:
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TABLE 2. The results on the NYUDV2 test set. Time (mean + std) results
are from a single NVIDIA GTX 1080 Ti GPU card at a 625 x 468 input
image. “msc” indicates that the method adopts the multi-scale strategy.

TABLE 4. The detailed FLOPs of several key components in our different
CARNet versions. “Others” indicates the 3 x 3 convolutional classifier and
1 x 1 convolutions used in dimensional adjustment.

Method ‘ MIoU (%) FLOPs (G) Time (ms) Method ‘ BS CARModule CRP Others
LWRF-ResNet50 [35] 41.7 37.9 19.56 £+ 0.29 CARNet-ResNet152 | 121.379 G 0.024 G 11.465G 10.074 G
LWRF-ResNet101 [38] 43.6 60.8 27.16 +0.19 CARNet-ResNet101 | 82.281 G 0.024 G 11464 G 10.076 G
LWRF-ResNet152 [38] 444 83.5 35.82+0.23 CARNet-ResNet50 | 43243G  0.024G 11464 G 10.075G
RefineNet-ResNet50 [20] 42.5 285.2 54.18 £ 0.46 CARNet-Mobile | 3.41G 0023G  11.464G 2727G
RefineNet-ResNet101 [20] 436 308.1 60.25 4+ 0.53
RefineNet-ResNet152 [20] | 46.5 (msc) 3309 69.37 4 0.78
CARNet-Mobile 39.8 11.0 8.52+£0.77 58 M to 23 M). The “Others” component, which includes
CARNet-ResNet50 43.1 38.1 9.91 +1.71 . .
CARNet-ResNet101 453 61.0 15.06 £ 2.96 3 x 3 and 1 x 1 convolutions, contains 3.6 M parame-
CARNet-ResNet152 46.6 83.8 20.15 + 3.02 ters. The CRP component contains 1 M parameters. Our

TABLE 3. The results on the ADE20K validation set. “msc” indicates that
the method adopts the multi-scale strategy. “—" means the result is
unavailable.

Method \ Params(M)  MlIoU(%)
SegNet [29] 29.6 21.6
Cascaded-SegNet [37] — 27.5
FCN-8S [9] 135.0 29.4
DilatedNet [15], [39] — 32.3
Cascaded-DilatedNet [37] — 349

RefineNet-ResNet101 [20] 118.3 40.2 (msc)

RefineNet-ResNet152 [20] 134.0 40.7 (msc)
PSPNet-ResNet101 [17] 250.9 42.0
PSPNet-ResNet152 [17] — 42.6
CARNet-Mobile 4.2 345
CARNet-ResNet101 48.0 40.9
CARNet-ResNet152 63.7 41.7

42

2 235

Parameter number (M)

3.6 3.6 3.6
1 09 1 09 1 09

2 05 1 07

CARNet-ResNet152 CARNet-ResNetl01 CARNet-ResNet50 CARNet-Mobil
Backbone M Others M CRP M CARModule

FIGURE 7. The detailed parameter number of several key components in
different CARNet versions. “Others” indicates the 3 x 3 convolutional
classifier and 1 x 1 convolutions used in dimensional adjustment.

parametric analysis, FLOPs analysis accuracy analysis,
hyperparameter setting analysis, and visualized analysis.

1) PARAMETRIC ANALYSIS

In this part, we investigate the parameter number of sev-
eral components of our method, which is shown in Fig. 7.
As for the three ResNet-based versions, the baseline structure
contains the largest number of parameters (approximately

VOLUME 8, 2020

four CARModules only contain 0.9 M parameters, which is
almost negligible compared to the baseline structure. As for
the CARNet-Mobile version, the baseline parameter number
substantially decreases to 2 M, and the parameter of the
CARModule part also slightly decreases to 0.7 M. Thus,
the CARNet-Mobile is always the most computationally
efficient among all four versions of our method. Based on
these results, we can see that our CARModule always keeps
lightweight with different backbone structures.

2) FLOPs ANALYSIS

In this part, we study the FLOPs of several components
of our method, which is shown in Table. 4. As for the
three ResNet-based versions, the baseline structure contains
the largest FLOPs (approximately 43.243 G to 121.379 G).
The “Others” component contains about 10.075 G FLOPs,
and the CRP component contains about 11.465 G FLOPs.
However, our four CARModules only contain 0.024 G
FLOPs. Compared to the baseline, CRP and “Others”
components, our CARModules are negligible. As for the
CARNet-Mobile version, the baseline FLOPs substantially
decrease to 3.41 G. The “Others” component and CRP com-
ponent contain 2.727 G and 11.464 G FLOPs respectively.
But our CARModules are still negligible, which totally con-
tain 0.023 G FLOPs. Based on these results, we can see that
our CARModule is the most computationally modest among
the components of our CARNet.

3) ACCURACY ANALYSIS

In this part, we first study each component of our
method in terms of their contribution to the final accuracy.
We adopt ResNet50 and MobileNet as two baselines.
In Table. 5, taking ResNet50-based models for example,
“BS” denotes we just utilize the baseline ResNet50 net-
work to realize semantic segmentation. “BS+CARModule”
denotes that we introduce four CARModules into the base-
line. “BS+CARModule+SCLoss” denotes we additionally
introduce the full SCLoss into the overall loss function.
“BS+CARModule+SCLoss+CRP”’ denotes the full version
of our method, in which the CRP module is also adopted.
From the results in Table. 5, we can see that our two key
components have solid support for boosting the segmenta-
tion accuracy in both two experiment sets (ResNet50-based
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TABLE 5. The ablation study for contributions of each component on the
NYUDV2 test set.

Method | MIoU(%)  improvement(%)
ResNet50-based model:
BS 35.0 /
BS+CARModule 40.1 +5.1
BS+CARModule+SCLoss 42.0 +1.9
BS+CARModule+SCLoss+CRP 43.1 +1.1
MobileNet-based model:
BS 30.7 /
BS+CARModule 34.6 +3.9
BS+CARModule+SCLoss 37.0 +2.4
BS+CARModule+SCLoss+CRP 39.8 +2.8
44
43
2
“ 398 401
< 40 39.4 ’e A
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é 38 .3
37
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34
0 1 2 3 4

The number of used CARModule (N)

FIGURE 8. The results for the influence of the different CARModule
number (N) on the NYUDv2 test set. The experiments are conducted on
the “ResNet50+CARModule” framework. Since four different feature
resolutions are included in the backbone network, we set

N = {0, 1,2, 3, 4}. By increasing N, the modules from CARModule-1 to
CARModule-4 are successively applied.

and MobileNet-based). On the one hand, the CARModule
obtains the largest accuracy gain (5.1% and 3.9%) in both
experiments. On the other hand, using the SCLoss also has a
clear enhancement of the segmentation accuracy (1.9% and
2.4%). In addition, we observe that the CRP component also
contributes to the accuracy enhancement (1.1% and 2.8%).

Then, we further investigate the influence of the
different CARModule number. To eliminate the inter-
ference brought by other components (e.g., SCLoss
and CRP module), we adopt a degraded CARNet, i.e.
“ResNet50+CARModule”. The results in Fig. 8§ demon-
strate when N = 4(feature fusion is gradually conducted
at all the resolutions) the best performance is achieved,
and the effectiveness of our CARModule is validated.
In addition, we use the full version of CARNet (i.e.,
“ResNet50+CARModule+SCLoss+CRP”’) to evaluate the
different number of SCLoss terms used in the total loss func-
tion. Based on the results shown in Fig. 9, we find that, using
four SCLoss terms by equipping each CARModule with a
SCLoss term yields the best performance. These results again
validate the effectiveness of combining the global SCLoss
with the local cross-entropy loss.

4) HYPERPARAMETER SETTING ANALYSIS

In this part, we provide experiments to validate the hyper-
parameter setting by conducting the experiments on the
Cityscapes validation set with A = {0, 0.2,0.4, 0.6, 0.8, 1}.
To speed up the experiments and appropriately decrease GPU
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FIGURE 9. The results for the influence of the different number of SCLoss
on the NYUDVv2 test set. The experiments are conducted on the
“ResNet50+CARModule+SCLoss+CRP” framework. With the number
increased, the modules from CARModule-1 to CARModule-4 are
successively equipped with SCLoss.
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FIGURE 10. The study for the hyperparameter 1 on the Cityscapes
validation set. The experiments are conducted on the
“ResNet50+CARModule+SCLoss+CRP” framework. We find that » = 0.2
yields the best performance.
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(a) Original image (b) BS
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FIGURE 11. Some examples of the learned feature maps from Res-1 of
our method and the baseline (BS). The color bar implies the value range
of each feature map.

memory costs, we adopt 500 x 500 crop size in this part.
Particularly, the full version of the CARNet framework (i.e,
“ResNet50+CARModule+SCLoss+CRP”’) is used. The
experimental results are shown in Fig. 10. We find that
A = 0.2 yields the best performance. Based on this validation,
we apply A = 0.2 to all the experiments mentioned above.

5) VISUALIZED ANALYSIS

We also conduct some visualized analysis of our method.
First, we show an example of a visualized shallow-layer
(Res-1) feature map in Fig. 11, in which ResNet50 is used
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FIGURE 12. Some examples of the learned feature maps from Res-4 of
our method and the baseline (BS). The color bar implies the value range
of each feature map.

as the baseline. From the rectangles, we can see that our
method learns a more semantically consistent feature map
than the baseline version. We also visualize the feature maps
learned from deep layers (Res-4) in Fig. 12. By comparing
Fig. 12 (b) with (c), we further observe the improvements
over the baseline. First, as exemplified in the small rectangles,
our method becomes more aware of the small objects than the
baseline method. Second, the heated areas in Fig. 12 (c) better
mimic the visual saliency to some extent. Third, from the
color bars, we observe the value range in Fig. 12 (c) is much
larger than that in Fig.12 (b), which implies the features
learned from our method are more discriminative. The above
observations help to validate that our method learns better
features for accurate segmentation.

V. CONCLUSION

In this paper, we propose the CARNet to achieve a good bal-
ance between segmentation accuracy and speed in semantic
segmentation. In our method, we build the CARModule that
effectively fuses the features from different levels. We also
introduce the SCLoss to better regularize the training pro-
cess. We validate our method on several public datasets in
the experiments and obtain promising qualitative and quan-
titative results. As for future research, we have the follow-
ing considerations. First, we aim to apply our CARModule
in other fine-grained segmentation applications, such as
instance segmentation and panoptic segmentation. Second,
for the CARModule, we try to improve the attention mech-
anism for feature fusion.
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