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ABSTRACT Recently, social media platforms have been widely used as a communication tool on social
networks. Many users have utilized these platforms to reflect their personal lives. These users differ in terms
of background, language, age, and educational level. The close relationship between these platforms and their
users has created rich information that is related to these users and can be exploited by researchers. Their posts
can be analysed using natural language processing (NLP) to predict psychological traits such as depression.
However, to the best of our knowledge, no study has utilized social media to predict mental health disorders
in Arabic posts, especially depression. Therefore, in this study, we investigate the application of natural
language processing and machine learning on Arabic text for the prediction of depression, and we evaluate
and compare the performance. Our research method is based on the collection of Arabic text from online
forums and the application of either a lexicon-based approach or a machine-learning-based approach. In the
former approach, the ArabDep lexicon is created, and a rule-based algorithm is used to predict depression
symptoms using the created lexicon; however, in the latter approach, the data are annotated with the help of a
psychologist, text features are extracted from Arabic posts, and machine learning algorithms are ultimately
applied to predict depression symptoms. We demonstrate that our applied approaches exhibit promising
performance in predicting whether a post corresponds to depression symptoms, with an accuracy of more
than 80%, a recall of 82% and a precision of 79%.

INDEX TERMS Supervised learning, semi-supervised learning, machine learning, predictive models,
depression, lexicon, text analysis.

I. INTRODUCTION
Globally, humans have been supported by merging the power
of information technology with their lifestyles. The digital
transformation in the health sector has contributed to the
enhancement of people’s lifestyles and health conditions.
Recently, many information technologies have been devel-
oped in the health sector for curing illnesses and improving
the quality of life. One aspect of the development of infor-
mation technology in the health sector is the utilization of
social media platforms for the realization of a better and
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healthier life. Mental health monitoring is critical for improv-
ing people’s lifestyles and increasing human productiv-
ity. We consider the standard definition of mental health
disorders: disorders that affect the mood, thinking and
behaviours [1]. Depression is a mental health disorder that
changes a person’s mood, thoughts and behaviours. It also
affects his body. This disorder causes various physical
problems, such as fluctuation of energy, appetite, and sleep
patterns. It has been described as a disease with various
diagnostic criteria and typically co-exists with other physi-
cal or psychological disorders [2]. According to the WHO,
depression affects more are 350 million people around the
world, which is equivalent to 5% of the global population.
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‘‘The Diagnostic and Statistical Manual of Mental Disor-
ders (DSM) suggests that clinical depression can be diag-
nosed through the presence of a set of symptoms over a fixed
period of time’’ [3].

The use of social media to predict mental disorders will
yield significant improvements in the people’s lifestyles and
health conditions. Substantial amounts of health information
and practices are sought or shared online. This available
online information is effectively helping people coping with
disorders. Studies have shown that online forums and sup-
port groups offer beneficial environments in which people
can become linked with others who have similar disorders,
pains, or conditions. Additionally, the main advantageous
features of these health communities are honesty and self-
disclosure. Their users can uninhibitedly discuss feelings or
socially unacceptable thoughts. These features are essential
therapeutic ingredients [4]. Such online platforms quickly
generate data, which must be investigated to discover valu-
able insights. However, these data require advance analy-
sis tools such as natural language processing (NLP), data
mining, and machine learning for the extraction of valu-
able information, e.g., for detecting or predicting depression.
There are many approaches for predicting mental disorders in
English-language platforms, which effectively contribute to
making therapymore efficient [5]–[8]. References [5], [7], [8]
used electroencephalogram (EEG) data to discriminate
between cases with versus without depression and applied
various processing approaches. Reference [5] classified the
selected features, which include the Bhattacharya distance
and the t-test result, using logistic regression (LR), support
vector machine (SVM) and naïve Bayes (NB) classifiers with
10-fold cross-validation. Reference [7] utilized forehead
EEG in conjunction with sensors and algorithms to process
the generated signals. Reference [8] collected EEG data from
a resting state paradigm and applied SVM, NB, decision
tree (DT) and K-nearest neighbour (KNN). Reference [6] uti-
lized NLP to detect depression from social media by creating
a lexicon of terms that are commonly used by depressed users.
They used the Linguistic Inquiry and Word Count dictionary
(LIWC) [25] for feature extraction and latent Dirichlet allo-
cation (LDA) for topic analysis. N-gram modelling is used
for word analysis. Various ML classifiers are applied, which
include LR, SVM, RF, MLP, and AdaBoost. However, to the
best of our knowledge, no research has been conducted on
Arabic predictive platforms for mental disorders, especially
for depression. Therefore, this study aims at closing this
research gap by proposing analytical approaches for the pre-
diction of depression from online Arabic text.

The manipulation of the Arabic language is challenging
because it has rich morphological structures in which each
word may have many forms and meanings. In addition,
the Arabic language has a formal version, which varies from
the informal version that is used in every-day speaking. These
differences are morphological and syntactical [9]. Most of the
contents of social media are written in the informal language,
which does not have a standard structure or orthographies.

Most available natural language processing solutions for
Arabic content are designed for the formal language [10]
and exhibit low performance when processing the informal
language [11]. In addition to these challenges of Arabic text,
no single natural language processing solution can process
all the variations of Arabic text problems [12]. Some of
the solutions focus on sentiment analysis [13]–[16], while
others analyse the Arabic text to understand emotions [17],
[18], [11]. No studies have investigated the area of mental
health disorders, especially depression.

Our main contributions in this paper are as follows:
1) This paper proposes the use of an Arabic online forum

for the identification and prediction of depression
symptoms from its posts. We focus mainly on an online
platform on which users discuss several mental health
disorders and that has a community for supporting
depressed users.

2) We collected the ArabDep corpus and labelled the
instances based on the category of the forum and via
manual annotation by a psychologist who identified the
depression symptoms based on the guidelines that were
derived from assessment manual DSM-5 [19]. To the
best of our knowledge, no one has attempted to build a
such a domain-specific dataset.

3) We create the ArabDep lexicon, which is related to Ara-
bic and depression-related words. Three approaches
have been used to create the lexicon based on a scoring
system, which is used to explore the identification of
the depression-related words that are shared by online
forum users in their posts. The challenge of identifying
correlations between words within a post and depres-
sion leads us to exploit the rule-based algorithm, which
utilizes the built lexicon to derive valuable insights
for the prediction of depression cases from posts. The
performance of the lexicon-based method is evaluated
by considering the results of the confusion matrix.

4) We evaluated various machine learning models and
feature extraction methods, such as n-gram and word
embeddings in a real-world textual context, and we
compared their performances on predicting depression
symptoms.

5) We conducted an experimental evaluation of
lexicon-based and machine-learning-based approaches
and reported their performances. These experiments
offer an initial set of prediction solutions of depression,
which may serve as baseline results for further studies
of the Arabic language. We demonstrate that our pro-
posed approaches show promise in predicting whether
a post corresponds to depression symptoms or not,
with accuracy that exceeds 80%, a recall of 82% and
a precision of 79% for the lexicon-based approach and
with an accuracy that exceeds 73%, a recall of 72%
and a precision of 74% for the machine-learning-based
approach.

The remainder of this paper is organized as follows:
Section II reviews previous works, Section III presents
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the proposed methodology and describes how the data
are collected, labelled and processed using either the
lexicon-based approach or the machine-learning-based
approach, Section IV evaluates the performances of the
proposed methods. Finally, the conclusions of this study are
presented in Section V.

II. RELATED WORK
Various studies have been conducted on the prediction and
monitoring of mental disorders via natural language analy-
sis and on the search for various features and clues of the
languages for the identification of the sentiments of posts.
One of the main mental disorders is depression, and var-
ious related data have been collected in the literature for
the prediction of depression via various approaches, such
as using self-assessment questionnaires, self-declaration of
diagnosis, membership to specialized online forums andman-
ually/automatically annotated posts.

A. PREDICTING DEPRESSION BASED ON
SELF-ASSESSMENT QUESTIONNAIRES
Researchers have collected data from Facebook or Twit-
ter from recruited participants who answer self-assessment
questionnaires. Survey is regarded as the second approach
after clinical interviews in psychological research. Common
self-assessments include the Patient Health Questionnaire
(PHQ) [20], the Center for Epidemiologic Studies Depres-
sion Scale-Revised (CES-D) [21] and Beck’s Depression
Inventory (BDI) [22]. Reference [23] collected answers from
participants to a depression self-scale assessment, in addition
to their posts on Twitter. Depression was detected when par-
ticipants reported its occurrence. The authors also collected
the scores on CES-D and BDI. Behavioural characteristics
are associated with social actions, such sharing emotions,
involvement, speaking and mentioning antidepressant pills.
They build a statistical classifier that offers early approxima-
tions of the risk of depression. The study found numerous dif-
ferences in the collection activities by depressed participants,
such as more negative feelings, less interaction, higher degree
of self-focus, and thewriting of depressing terms. The authors
in [24] also utilized the behavioural characteristics on Face-
book. They aim at predicting postpartum depression (PPD)
in mothers who self-reported their status and conducted a
self-assessment survey. The emotions and linguistic cues
were measured using [25]. They used statistics and t-tests to
characterize and distinguish the mothers’ behaviours in the
prenatal and postpartum period. Reference [26] conducted
a study on the prediction of depression and post-traumatic
stress disorder (PTSD) status from tweets. The authors aggre-
gate the data into weeks and days. Various tools for extracting
sentiment features, such as labMT, LIWC 2007, and ANEW,
were used to measure the happiness status from linguistics
of tweets. They trained random forest classifiers to distin-
guish between users with mental illness and healthy users.
Reference [27] used data from Twitter to predict depression
from Japanese text. Participants used CES-D to self-assess

their depression status. The authors showed that a short period
(6 to 16 weeks) of collecting the participants’ tweets prior to
conducting the CES-D surveywas adequate for increasing the
accuracy of depression identification. Various features were
extracted from the users’ activities and the word frequencies
in the tweets. MeCab [28] was utilized as morphological
stemmer of the Japanese language to accurately acquire fre-
quencies of words. The text analysis was based on the tweet
topics per user and was conducted using the topic model
LDA [29]. Reference [30] predicted the continuous depres-
sion degree of participants on Facebook. Personal surveys of
the participants were conducted. The authors estimated the
depression degree of each user as the average of the replies
to seven facet items of depression within neuroticism [31].
Features are measured including n-grams, topics, lexica and
word numbers. A list of words, phrases and topics that are
related to depression was provided. The seasonal variations
of depression were studied, and it was found that partici-
pants tend to have high depression degrees during winter.
To acquire a continuous result, various experiments were
conducted using regression models during the training phase.

B. PREDICTING DEPRESSION BASED ON
SELF-DECLARATION OF DIAGNOSIS
Other studies use public data for users who have
‘‘self-declared’’ their mental disorder diagnoses on public
platforms such as Twitter. An example of a self-declaration
statement is ‘‘I was diagnosed with depression’’. The objec-
tive of the CLPsych 2015 workshop [32] was to investigate
and evaluate various solutions to the specified problem for
disorders such as depression and PTSD using the same data.
Reference [33] generated decision lists based on the presence
of N-grams within tweets of users who had revealed their
diagnosis of either PTSD or depression. The likelihoods
of the test users suffering from PTSD or depression are
computed and used to rank the users. The ranking is based on
the number of N-grams in each user’s tweets. This approach
used only the text of tweets and ignored other incorporated
data, such as location data. Reference [34] predicted anxiety
with consideration of gender, in addition to ten common
conditions. This study utilized multi-task learning to predict
anxiety from Twitter and compared the performance with that
of single-task learning, which is a deep learning network
with two hidden layers for independent training for each
prediction task. In contrast, in multi-tasking learning, one
of the hidden layers is shared among all processed tasks.
It’s modelling has a flexible design and it can change from
the task-agnostic format to a task-specific format. A non-
linear logistic function is utilized for the output layer due to
the manipulation of binary prediction tasks. Reference [35]
acquired data from Twitter that were based on user self-
reports regarding their health conditions. This data collection
approach was evaluated in various studies, such as [36],
and it yielded strong predictive results for practical cases.
The Twitter users declared their diagnoses by stating ‘‘I
have been diagnosed with X’’, where X denotes one of ten
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mental conditions. The authors of [35] utilized ‘‘Linguistic
Inquiry and Word Count’’, which is a psychological dictio-
nary [25], to measure the differences in the characteristics
of mental conditions. They calculated the word tokens that
fall into a specified category of the dictionary for comparison
across all the selected mental conditions.

C. PREDICTING DEPRESSION BASED ON FORUM
SUBSCRIPTION
Subscription to online mental health discussion forums is
regarded as an important source of public data that are
associated with mental health conditions. These forums pro-
vide spaces for discussing, asking for advice, and receiving
emotional support for all topics that are related to mental
health issues. Reference [37] utilized online content that was
generated by users to detect depression and to identify the
severity degree. The user-generated posts and their mood tags
are used to distinguish the linguistic styles and the post sen-
timents. The authors collected data from LiveJournal using
‘‘search communities by interest’’. LIWC features [25] were
utilized to differentiate between communities. A combination
of statistical analysis and machine learning approaches are
used to differentiate the depressive content from the non-
depressive content. To distinguish the posts that correspond
to depression from the remaining data, various algorithms are
used, such as RELIEFF [38], [39] and RFs [40]. The degree
of depression is classified as severe, moderate or mild. The
severity of depression is identified by examining the valence
values of the mood tags by using the ANEW lexicon [41]
to represent the tags of the mood as the depression degree.
To realize this objective, a hierarchical hidden Markov model
(HMM) [42], [43] is implemented on the generated values
and classification labels. Another study collected data from
reddit forum posts [43], [45] and used the data to studymental
health issues. In [44], the authors narrowed their study to
students of U.S. universities. The training data were col-
lected from a reddit community for supporting mental health.
The prediction model was used to evaluate the estimated
degree of distress of a hundred and nine university subreddits.
Their approach is based on inductive transfer learning [46].
In a binary classification framework, they trained and tested
various classifiers, such as RF, Ada Boost, SVM and LR.
As a result, the author found that the percentage of posts
about mental health concerns increased over courses, espe-
cially for quarter-based academic year schedules compared to
semester-based academic year schedules. In [45], the author
analysed reddit posts of a user group that posted about mental
health issues and changed to posting about suicidal ideation.
A statistical approach was applied to predict which user
will change from talking about mental health concerns to
discussing suicidal ideation. Various sets of features were
extracted and used to predict this transition based on three
measures: ‘‘linguistic structure’’, ‘‘interpersonal awareness’’
and ‘‘interaction’’. They created five prediction models. Sev-
eral observations for users, who shifted from mental health
posts to suicidal ideation posts, were derived as a result of

this study: self-focus, poor linguistic structure, less social
engagement, anxiety, and loneliness.

D. PREDICTION USING ANNOTATED ONLINE
PUBLIC POSTS
The annotation of publicly accessible posts, such as Twitter
posts, is conducted manually to examine and annotate posts
that contain keywords that are related to mental health issues.
Based on pre-defined theories, the collected public posts are
coded by annotators or by using a bottom-up classification
method from the post language [47], [48]. In [47], the authors
used the annotation approach to differentiate between the
language of posts that include mental illness keywords for
stigmatization and the language of posts that include mental
illness keywords for supporting those who are suffering from
mental health issues by sharing valuable information about
mental health. The annotation for depression-related studies
emphasizes the recognition of posts of users who share their
depression experiences, such in [49], [50]. The guidelines
that the annotators followed in identifying the depression
symptoms are derived from known assessment manuals such
as DSM-5 [19]. The study in [51] reduced the number of
symptoms by conducting feature experiments that were based
on ‘‘feature ablation’’ and ‘‘feature elimination’’. They aimed
at identifying the top-ranked features that contribute to the
performance optimization of the classification models. Var-
ious machine learning approaches have been proposed for
classification for the discovery of information rapidly, accu-
rately and comprehensively [52]–[56].

Although the annotation of online posts is labour-intensive,
hidden factors that are related to mental health issues can be
inferred, such as weather, which could not be captured by
known diagnostic criteria [50], [19]. In addition, additional
costs are incurred with the self-assessment questionnaire
method, even though it facilitates the collection of the most
reliable data for the prediction models. To avoid these costs,
additional methods have been proposed for using publicly
available data to predict mental health issues. Furthermore,
by reviewing the literature, we found that this type of problem
has not been studied for Arabic text. In addition, the manip-
ulation of Arabic text differs from that of English text and
is more complicated. We will conduct feature extractions
with various machine learning methods and a lexicon-based
method for the prediction of depression symptoms. We will
create our own corpus and predict via a hybrid approach on
data from an online forum that have been annotated manually
and automatically. Table 1 compares previous studies.

III. PROPOSED METHODOLOGY
In this section, we will introduce our proposed methodology.
First, the collected dataset is described in detail. Then, the cre-
ated corpus is presented, which is followed by a description
of the data pre-processing stage. Second, we will introduce
our method for predicting depression fromArabic posts using
the lexicon-based approach or the machine-learning-based
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TABLE 1. Summary of previous studies.

approach, and we will evaluate the performances of the
applied approaches.

A. PREPARATION OF THE ARABDEP CORPUS
Studies have been conducted on the identification of various
mental health disorders from public social media contents
that are based on understanding the language differences
between posts of users who suffer from a specified mental
health disorder and posts of a control group of unaffected
users in various languages, such as English, Chinese and
Japanese [23], [27]. To the best of our knowledge, no attempt
has been made to create a corpus for the analysis of depres-
sion from Arabic posts. Although several Arabic corpora
have been created for NLP, such as in [10], [52], none target
depression issues. In this study, we collect data to support the
prediction of depression symptoms.

1) DATA COLLECTION AND ANNOTATION
We have sufficiently searched various types of publicly avail-
able online content as our sources to create a corpus for
research on the use of the Arabic language in depression
cases. Within this stage, our main criteria were (i) the qual-
ity of the online sources; (ii) the lengths of the posts, and
(iii) the performance in differentiating depressed posts from
non-depressed posts. Among the variety of publicly avail-
able online sources, we considered an online forum, namely,
‘‘Nafsany’’ [53]. It is an online platform that is aimed at
encouraging people from Arab countries to publicly share
their stories and to obtain feedback, support and advice from
other users. It also has private sections that act as clinics
for consultations, which are monitored by psychologists.
On our study, to ensure privacy, we focused mainly on pub-
lic posts and all users are anonymized. The Nafsany plat-
form covers substantive subjects regarding diverse medical
circumstances. We refer to them as categories, and one of
these categories is depression. Nafsany’s terms and condi-
tions do not prevent anybody from using its public contents
for research, and permission and agreement are obtained
for the collection of deidentified data from Nafsany posts.
Fig. 1 illustrates how the data were collected from the web-
site. A set of 20000 posted stories were collected from various

FIGURE 1. Data collection from the Nafsany Forum.

TABLE 2. Statistics on the arabdep corpus.

categories of Nafsany’s forum. These posts differ in terms of
various quantitative characteristics, such as the post length
AND the number of words or characters, among other char-
acteristics. TABLE 2 presents the statistical characteristics of
the collected corpus. The corpus contains the following:

1) User ID: identifier for each user, which is used to col-
lect his/her posts regardless of his/her personal infor-
mation

2) ID for each post.
3) Date: the date one which a post was written.
4) Text of the post in Arabic.
5) Class: the depression label of each post ( depression
−− non-depression), which is described in detail in the
data annotation subsection.

An important concern in research of this type is the iden-
tification of posts that correspond to depression symptoms.
We reviewed several of the approaches that are discussed
in the related work section: The use of self-assessment
questionnaires is more reliable, but it is a tedious process
because it demands individual contact with each participant.
Anothermethod is searching for expressions that include self-
declarations about depression within the posts and retrieving
all the posts of the self-declared users. Themain problemwith
this approach is that it collects all users’ posts with or without
depression symptoms, which may increase the noise of the
data, especially if the data are collected from social media
such Twitter or Facebook. In our case, we collected data from
a specialized forum on mental health disorders. Most of the
users on this platform who are suffering from a mental disor-
der do not declare their diagnosis. Therefore, we cannot rely
mainly on the self-declaration approach becausemany impor-
tant posts will not be collected. Consequently, we realized
the required differentiation between posts with and without
depression symptoms via two phases. As we discussed ear-
lier, the Nafsany forum consists of various categories; thus,
in the first phase, all posts under the category of depression
are collected. We expect that the initial set of collected posts
from the first phase will contain many posts that do not
correspond to depression symptoms or were posted by non-
depressed users who may be active on the depression cate-
gory forum due to their individual interests, such as having
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FIGURE 2. Dataset cleaning and pre-processing.

depressed relatives. In the second phase, manual annotation
was conducted with the help of a psychologist to distinguish
between posts with or without depression symptoms. The
objective of this stage is to ensure that the annotations or
labels are genuine. There is high confidence in this identifi-
cation approach for several reasons: Most Nafsany posts are
not short and are explicit with anonymous nicknames, and
users tend to write without fear. Since we target the depres-
sion category of the forum and this category is a supportive
area for users who are struggling with depression, we highly
expected to collect depression-related posts with little noise
from posts that are unrelated to depression. Finally, we sup-
port our approach with manual intervention by annotating
data according to strict rules that are based on depression
symptom classes [50]. These classes were identified from
various evaluation sources, such as ‘‘Diagnostic and Statis-
tical Manual of Mental Disorders’’ (DMS-5) [19], ‘‘Quick
Inventory of Depressive Symptomatology’’ (QIDS-SR) [54]
and ‘‘Patient Health Questionnaire’’ (PHQ9) [20]. Table 3
presents the labels that were used in the annotation process
and examples of each.

2) DATA CLEANING AND PRE-PROCESSING
The gathered Arabic text data are pre-processed (see Fig. 2).
First, words that will affect the analysis will be eliminated,
such as ‘‘ ,’’ since they are typically used in both
depression and non-depression cases. A tool is utilized to
automatically eliminate such words. Second, the morpholog-
ical characteristics of the Arabic language, such as the letter

‘‘alef’’ having multiple forms , require normal-
ization. Thus, we optimize the performance by reducing the
time and the memory that are needed for searching forms that
do not affect the meaning of words, by normalizing letters
such as to . Third, the stemming process is conducted.
Because the text in the forum is not in the formal Arabic
language, the light stemmer performs well by removing only
the known prefixes and suffixes without varying the bases of
the words [55].

In the following sections, we will present two approaches
that we investigate for predicting depression from Arabic
text: (i) a lexicon-based approach and (ii) a machinelearning-
based approach. Then, we will evaluate the performance of
each approach.

TABLE 3. Labels and examples of the arabdep corpus with their
translations.

B. PREDICTION MODELS: LEXICON-BASED APPROACH
1) CONSTRUCTION OF LEXICONS
In this approach, we generate a depression lexicon, namely,
the ArabDep Lexicon, for the prediction of depression cases.
The ArabDep Lexicon is a collection depression-related
terms that are more likely to be found in online posts that
are written by individuals who are struggling with depression.
In the literature, the lexicon can be created using either a
dictionary-based approach or a corpus-based approach. In the
former, manual approaches are used to collect depression-
related words [37]. The latter approach starts from a list of
seeds of depression-related words, and other related words
will be collected using statistical and semantic methods
[3], [23]. In this study, we investigate two methods for
creating the ArabDep Lexicon: (i) category-based lexicon
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FIGURE 3. Arabdep lexicon construction.

generation and (ii) annotation-based lexicon generation.
Fig. 3 illustrates the construction of the ArabDep Lexicon.

In the first method, we divide the posts based on their
categories into two corpora: one collection for depression-
related categories and another collection for non-depression-
related categories. Then, we apply N-gram, which is an
important model that is used in NLP. It separates the sen-
tences of the forum posts into words based on the number
of grams. We apply variations of N-gram: unigram, which
divides the post sentences at the level of single words and
repeats the process for subsequent words; bigram, which
collects each pair of neighbouring words in the post sentences
into a single group; and trigram, which collects each triplet
of neighbouring words in the post sentences into a single
group. We build three n-gram collections, and we calculate
the frequency of each n-gram within a collection. Then,
depression n-grams are scored according to (1), whereωd and
ωnd are the frequencies of the depression and non-depression
grams, respectively. Then, the depression grams are ordered
based on their scores, and the top 1000 grams are collected in
the lexicon. The same method is applied for the data before
stemming and after stemming.

δ = ωd − ωnd (1)

The second method hybridizes the former method with an
annotation process, which facilitates themore accurate identi-
fication of depression-related words because the psychologist
judges the labels based on [50]. The main advantage of this
approach is its high degree of granularity, which is due to
the due extraction of depression-related words from posts.

TABLE 4. Statistics on the annotated ArabDep corpus.

It starts by dividing the manually annotated posts based on
their annotations into two corpora: one for posts that cor-
respond to depression symptoms and another for posts that
do not correspond to depression symptoms. Table 4 presents
statistics of the corpus after annotation and balancing of the
data.

The manual annotations by the psychologist were ‘‘clear’’,
‘‘low depression’’, ‘‘strong depression’’, ‘‘no depression’’
and ‘‘could not decide’’. We consider the first three annota-
tions as depression cases with label = ‘‘1’’ and the last two
cases as the non-depression cases with label = ‘‘0’’.

We generate three n-gram collections for n=1, 2, and 3,
and we calculate the frequency of each n-gram within each
collection. To conduct the double filtration of the gener-
ated n-gram collections, we intersect the n-gram collection
of the non-depression-related category and the two n-gram
collections that are generated by this method and eliminate
the intersected part to clean these collections by excluding
words that are not related to depression.We apply intersection
formula (2), where ωnd is the frequency of n-grams in the
non-depression-related category, and ωi is the frequency of
the n-gram collection of posts that correspond to depres-
sion symptoms (ds) and posts with non-depression symptoms
(nds). As a result, unrelated words, common words and stop
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FIGURE 4. Distributions of arabdep lexicons (in cloud visualization) that
are used in the content of forum posts of Nafsany.

words will be removed from both n-gram collections.

λ∩ = ωnd − ωi, where i ∈ {ds, nds} (2)

Then, the depression n-grams are scored according to (1),
where ωd and ωnd are the frequencies of depression and non-
depression grams respectively. Next, the depression grams are
ranked based on the generated scores, and the top 1000 grams
are selected into the lexicon. Fig. 4 presents the distribu-
tions of the ArabDep Lexicons (as a cloud visualization)
that are used for the content of forum posts of Nafsany. The
Non-stemmed Category ArabDep Lexicon (NSCL) and the
Stemmed Category ArabDep Lexicon (SCL) are lexicons that
were generated via the category-based method, where NSCL
was constructed from data before a light stemming process
and SCL was constructed from lightly stemmed data.

The Annotated ArabDep Lexicon (AL) is a lexicon that
was generated via the annotation-based method. All lexicons

are generated with the same generating method; however,
according to Fig. 4, the semantic representations vary, and
their evaluation is varied accordingly.

2) RULE-BASED ALGORITHM
The rule-based algorithm utilizes the generated ArabDep
lexicon to predict the depression symptoms from posts.
It exploits the strength of the n-gram models that were used
to create the ArabDep lexicon and identifies the best combi-
nation of grams for the prediction of depression symptoms.
The major advantages of this approach are its simplicity and
applicability to the Arabic language. The task of predicting
depression symptoms using the rule-based algorithm (RB)
over the ArabDep lexicon from the computational perspective
can be defined as follows: Given an input text T and a lexicon
L = [g1 · · · , gk ] of depression-related words (grams), iden-
tify according to its content whether the text T exceeds the
threshold θ of depression-related words gi, for i = 1 · · · k .
Fig. 5 (a) illustrates the overall process of the RB algo-

rithm with examples. The datasets of depression posts and
non-depression posts, along with the corresponding lexicon,
are the input parameters of the algorithm. The algorithm
will predict whether the sentence corresponds to depression
symptoms or not based on a threshold. Fig. 6, 7 and 8 present
the pseudo-code of the RB algorithm.

In Fig. 6, Line 1, the algorithm will iterate through a set
of thresholds θs that contains either θ or θh, where θ is the
threshold that is defined as the number of depression-related
words and θh is the hybrid threshold that is defined based on
the total number of depression-related words and the ratio of
depression-related words. Line 3 maintains the variation of
the datasets. If the threshold is {θmin, θmax, θ<}, where the
number of depression words in a post is within a range of
θ = {θmin, θmax} and the ratio number of depression words in
a post is calculated via Equation 3, Line 5 will be executed by
calling the hybrid_RB function (see Fig. 6 and 8). Otherwise,
Line 7 will be executed, and the RB function will be called
(see Fig. 6 and 7). For both functions, if the threshold is met,
the post corresponds to depression symptoms; otherwise,
the post does not correspond to depression symptoms.

<=
Depression Word Count
Total words of a post

(3)

Fig. 5 (b) and (c) present examples that demonstrate the
rule-based approach for the prediction of depression symp-
toms. Assume that we have two sentences, as shown in the
figure. Fig. 5 (b) shows a few sentences that contain words
from the ArabDep lexicon, which are highlighted in grey
in the figure. When using the RB function (see Fig. 7) and
assuming that the threshold = {θ = 5}, the number of
depression-related words exceeds the threshold; hence, this
post corresponds to depression symptoms. When applying
the Hybrid-RB function (see Fig. 8) and assuming that the
threshold = {θmin = 3, θmax = 8, θ< = 0.25}, the number of
depression-related words is 6, which exceeds θmin and is less
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FIGURE 5. Rule-based algorithm demonstration.

than θmax. The ratio of these words is 0.33, which exceeds θ<.
Therefore, these values indicate that this post corresponds to
depression symptoms.

Fig. 5 (c) presents a few sentences that contain words
from the ArabDep lexicon, which are highlighted in grey
in the figure. When using the RB function and with same
assumption as above, the number of depression-related words
is less than the threshold; hence, this post does not corre-
spond to depression symptoms. In contrast, when applying
the Hybrid-RB function and with the same assumption as
above, the number of depression-related words is 2, which is

FIGURE 6. Rule-based algorithm pseudo code.

FIGURE 7. RB function pseudo code.

FIGURE 8. Hybrid_RB function pseudo code.

less than both θmin and θmax. In addition, the ratio of these
words is 0.12, which is less than θ<. Consequently, these
values are used to predict that this post does not correspond
to depression symptoms.
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FIGURE 9. Prediction models: the machine-learning-based approach.

C. PREDICTION MODELS: MACHINE-LEARNING-BASED
APPROACH
Another approach for predicting the presence of depression
symptoms is the use of machine learning classification algo-
rithms. The proposed framework is developed by using ADA
boost, decision trees, k-nearest neighbour, random forest,
support vector machine, and stochastic gradient descent. Var-
ious feature extraction models have been used to analyse the
use of language in the forum posts. Fig. 9 presents the applied
framework. It illustrates the framework of the depression
prediction process and the models that have been evaluated
for creating the best-trained classifiers.

1) FEATURE EXTRACTION
N-grams and word embedding are used to encode the charac-
ters or words to be fed into classifiers.

� N-gram modelling: is widely used in text mining and
natural language processing to extract features from text.

The text of each forum post is divided into characters or
words based on a number N, which can be determined
via several experiments. Our method is based on calcu-
lating the probabilities of incidence of each input post as
a unigram, bigram and trigram. For n-gram modelling,
bag of words and the term frequency inverse document
frequency (TF-IDF), which is a weight-based approach
that is used in text mining, are applied as numerical
statistics to highlight the importance of each word to
each post in the dataset. The essential reason for utilizing
these approaches is to scale down the effect of using
experientially less informative tokens. When applying
bag of words, most structural elements of the text are dis-
carded, such as paragraphs and formatting. The model
counts how often each gram occurs in each text. Discard-
ing the structure and conducting the count calculation
leads to the concept of a ‘‘bag’’ for representing the
text. The computation of this model representation con-
sists of three major steps: (i) tokenization, where each
post is split into tokens; (ii) ranking vocabularies; and
(iii) encoding the tokens based on their number of occur-
rences.When applying TF-IDF, the tokenization process
is conducted and the token frequency is calculated to
provide insight regarding the most informative grams
using a small fraction. Equation (4) presents the TF-IDF
formula, which is used to compute the weight for each
tokenized gram in each post. The term frequency (TF) is
the number of occurrences of a gram ‘‘g’’ in a post ‘‘p’’.
The inverse document frequency (IDF) is the number
of occurrences of gram ‘‘g’’ in the whole corpus, and
it is defined in (5), where DF denotes the document
frequency of a gram ‘‘g’’ and ‘‘N’’ is the total number
of documents/posts [60].

TF− IDFgp = TFgp ∗ IDFg1 (4)

IDFg = log
N
DFg

(5)

� Word embeddingmodelling: is a deep learningmethod
that is used for text representation for the recogni-
tion of comparatively important words. This modelling
approach is based on the conversion of each word
to a corresponding mathematical vector, where each
word is represented as a positive or negative decimal
number [61]. One of the word embeddings is a global
vector for word representation (Glove), which is an
unsupervised learning algorithm for generating vectors
of words [62]. Glove searches for similar words in the
whole context. Another word embedding is word2vec,
which uses many documents or a huge corpus to gen-
erate a huge number of vectors for representing each
word. Our approach is to sum the vector representation
using word2vec. Next, using TF-IDF weighting with
word2vec, we measure the weights. Then, TF-IDF is
concatenated with the weighted word2vec to merge the
vectors.
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� Pipeline Union Modelling: We apply TF-IDF for n-
grams to assemble numerous steps to be cross-validated
together using various parameters. In our case, we use n-
grams for numbers of characters that range from two to
five and n-grams for numbers of words that range from
one to three. Then, ‘‘Feature Union’’ is used to concate-
nate the outputs of multiple objects and is applied to the
pipelines of TF-IDF to concatenate the output features.
Fig. 9 (c) illustrates the pipeline components.

2) CLASSIFIERS
� The AdaBoost (ADA) algorithm builds a collection of
classifiers over training samples by manipulating a set
of weights. These weights are adaptively adjusted after
each stage of boosting, namely, if these weights are mis-
classified by the current classifier, theywill be increased,
whereas if these weights are suitably classified, they will
be reduced [63].

� Decision trees (DTs) are created via an algorithmic
method that determines approaches for splitting a dataset
with regards to various conditions. To determine the
most suitable condition, the degree of the parent’s impu-
rity of the tree before splitting must be compared with
the degree of the child’s impurity of the tree after split-
ting. The larger the difference between the parent node
and its child node, the more suitable the condition.
Various functions can be used to measure the node’s
impurity, which include the Gini Index, the entropy and
the misclassification error. In addition, various algo-
rithms have been proposed for decision trees, such as
ID3 [64] and C4.5 [65].

� The k-nearest neighbours (kNN) algorithm builds a
model by storing the training dataset. To predict a new
data point, kNN considers the nearest data points in
the same training dataset, which are called neighbours,
in calculating the distances between the points of data.
Selecting the proper distance value (k) by adjusting this
parameter improves the performance of the model. The
construction of a model of nearest neighbours is typi-
cally very fast; however, the prediction process may be
slow when the training set is too large [66].

� The model of random forests (RF) operates based on
the construction of multiple DTs during training. Its out-
put is the model class of the other classes when solving
a classification problem or the mean class of the other
classes when solving a prediction problem of the indi-
vidual trees. Reference [67] presents the generalization
error of RF. In the case of the kth tree, a random vector v
will be generated. The generalization error depends on
two factors: the correlations between the random trees
and the strengths of the individual classifiers in the for-
est. As the number of trees increases, the generalization
error will increase.

� Support vector machine (SVM) is a non-probabilistic
classifier that can find the optimal boundary for each
instance. An SVMmodel represents each post/document

as a vector in the space. Then, it computes the separation
between the points and a hyperplane [60]. SVM aims at
maximizing the distances between the separating hyper-
plane and the classes. The optimal separation has been
realizedwhen a hyperplane that separates the two classes
with the largest distance to the closest data points has
been identified. This is the linear version of SVM. How-
ever, kernels can be utilized, which change the behaviour
of the SVM algorithm [68].

� Stochastic gradient descent (SGD) is applied to
improve the performance of SVM. The input value of
the SGD classifier is the sample before the prediction
of the next value, and this sample is compared with
the actual value. In addition, its algorithm uses a loss
function to calculate the distance between the predicted
and actual values; if it is large, SGD adjusts the weights
of all features and compares the result against each iter-
ation to maximize the similarity between the predicted
actual values. During the stage in which the weights
of the features are adjusted, over-fitting issues may
arise. If the values in the training phase increase and
the values in the development phase decrease, an early
stop function will terminate the adjustment of the
weights [69].

IV. RESULTS AND DISCUSSION
After processing the data via the lexicon-based method or a
machine-learning-based method to predict depression symp-
toms from Arabic text, fair evaluations must be conducted
to assess the performance. For the former approach, a range
of cases have been evaluated, which include annotation that
is based on the forum categories, annotation that is based
on manual intervention by a psychologist, light stemming of
posts, and no stemming of posts. For the second approach,
a range of selected features and designed classifiers with
suitable coefficient values have been experimentally evalu-
ated. We evaluated the classification performance when the
dataset was divided according to an 80:10:10 ratio of train-
ing:validation:testing subsets. Ten-fold cross-validation was
conducted for the training stage, which provides a reason-
able test of validation. Various performance metrics have
been considered: Accuracy is defined as the ratio of cor-
rect/true classification; precision calculates how many pos-
itive cases have been correctly identified; recall estimates
the ratio of positive cases that have been correctly recog-
nized; and F1-score is a harmonic average of the precision
and recall, where the closer their values, the higher the
F1-score will be. The evaluation metrics are based on the
numbers of true-positive predictions (TP), false-positive pre-
dictions (FP), true-negative predictions (TN), and false-
negative predictions (FN) [70].

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(6)

Precision =
TP

TP+ FP
(7)
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Recall =
TP

TP+ FN
(8)

F − Score =
Precision× Recall
Precision+ Recall

(9)

Additional evaluation metrics are the area under the
curve (AUC) and the receiver operating characteristic curve
(ROC). ROC corresponds to the true positive rate (TPR)
versus the false positive rate (FPR), which is used to evaluate
the performance of a model with binary classes under various
thresholds of classification. AUC is an aggregate measure-
ment of the classification performance, and it ranges between
0 and 1.

TPR =
TP

TP+ FN
(10)

FPR =
FP

FP+ TN
(11)

A. EVALUATION OF THE LEXICON-BASED APPROACH
To visualize the performance of this approach, a confu-
sion matrix was constructed. It facilitates understanding
of the relationships between individual cases. A confu-
sion matrix is a contingency table that presents the vari-
ances between the true classes (category- or manual-based
annotation) and the predicted classes (labels after utilizing
lexicons). This presentation approach facilitates the determi-
nation of whether the classifier confuses the two classes or
labels.

The input for the confusion matrix in Fig. 10 (a) repre-
sents the performance on the testing dataset, which contains
posts that have been annotated based on depression categories
and posts that have been annotated based on non-depression
categories. After applying the rule-based algorithm, the con-
fusion matrix shows that the NSCL predicted 73% of the
posts that are under depression categories on the Nafsany
website as posts that correspond to depression symptoms;
these are the true-positive cases. In contrast, 27% of the posts
were predicted as posts that do not correspond to depression
symptoms, which represent false-positive cases. In addition,
the NSCL predicted 75% of the posts that are under non-
depression categories on the Nafsany website as posts that do
not correspond to depression symptoms, which are the true-
negative cases. In contrast, 25% of the posts are incorrectly
predicted as posts that correspond to depression symptoms,
which represent false-negative cases.

The input for the confusionmatrix in Fig. 10 (b) is the same
testing dataset as was considered previously but evaluated
using SCL. After applying the rule-based algorithm, the con-
fusion matrix in Fig. 10 (b) shows that the SCL predicted
77% of the posts that are under depression categories on
the Nafsany website as posts that correspond to depression
symptoms, which are the true-positive cases. In contrast,
23% of the posts were incorrectly predicted as posts that
do not correspond to depression symptoms, which represent
the false-positive cases. In addition, the SCL predicted 75%
of the posts that are under non-depression categories on the
Nafsany website as posts that do not correspond to depression

FIGURE 10. Confusion matrices of the lexicon-based approach.

symptoms, which are the true-negative cases; in contrast,
25% of the posts are falsely predicted as posts that correspond
to depression symptoms, which represent the false-negative
cases.

The input for the confusion matrix in Fig. 10 (c) is the
testing dataset that contains posts that are annotated with the
help of a psychologist and labelled as depression ‘‘1’’ or non-
depression ‘‘0’’. After applying the rule-based algorithm, the
confusionmatrix in Fig. 10 (c) shows that AL outperforms the
other lexicon-based approaches. The AL correctly predicted
80% of the posts as posts that correspond to depression
symptoms, which are the true-positive cases; in contrast,
20% of the posts were incorrectly predicted as posts that
do not correspond to depression symptoms, which represent
the false-positive cases. In addition, the AL correctly pre-
dicted 82% of the posts as posts that do not correspond to
depression symptoms, which are the true-negative cases; in
contrast, 18% of the posts were incorrectly predicted as posts
that correspond to depression symptoms, which represent the
false-negative cases.
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FIGURE 11. Confusion matrix of multiclass annotations by a psychologist
vs. binary class labels that were predicted via the lexicon-based approach.

The objective of the experiment in Fig. 11 is to compare
the true cases to the predicted cases. In this confusion matrix,
as explained previously, the psychologist annotated the data
with five classes, which correspond to ‘‘0’’ and ‘‘1’’ cases for
the classifier. According to the results for the strong depres-
sion cases, the lexicon-based approach predicted depression
symptoms for 32 out of 33 cases. For the clear depression
cases, the system predicted the occurrences of depression
symptoms in 216 cases out of 239. For low depression cases,
the system predicted the occurrences of depression symptoms
in 115 out of 164 cases. The system yielded more accurate
results when the psychologist diagnosed clearer depression
cases. For example, on cases that the psychologist labelled as
very strong depression cases, the accuracy of our prediction
model exceeds 95%. However, as the diagnostic certainty
of the psychologist decreased, the accuracy decreased. For
example, the accuracy became approximately 75% on cases
that the psychologist diagnosed as low depression cases.

TABLE 5 presents the performance of the lexicon-based
approach with the variation of the threshold value. The best-
performing threshold is θ3, where the accuracy is 80.45%.

B. EVALUATION OF THE MACHINE-LEARNING-BASED
APPROACH
TABLE 7 presents the accuracy results of the six constructed
classification models with various NLP-extracted features.
The highest accuracy is realized by SGD with TF-IDF
and either word-based or character-based models, namely,
73%, which followed by ADA and SVM, which realize
72% accuracy. This performance is realized by ADA when
utilizing BOW of characters as its NLP feature extraction
approach. In contrast, SVM realized its best performance
when applying the TF-IDF model for both words and char-
acters. The word embedding approaches, namely, Gloves
and word2vec, failed to perform well since these models
require huge data for deep processing and our dataset is not

TABLE 5. Performance results of the lexicon-based approach.

sufficiently large for the use of deep learning to train the
classification models.

TABLE 6 presents the best performances of the six con-
structed classification models with the use of various feature
extraction approaches. Each performance is represented by
various metrics, which include the accuracy, F-score, preci-
sion and recall values. The accuracy is used as a measure in
various studies that are related to depression detection and
prediction. In this study, we present also the precision, recall
and F-score values, which enable us to more deeply analyse
the outputs. In the application of single features (N-gram,
TF-IDF, and BoW) with the classifiers, performance
improvements were observed. The best performance is real-
ized with TF-IDF with the SGD learning algorithm, which
resulted in 73% accuracy, 74% precision, 71% recall and 74%
F1-score.

The detailed experimental results for the word embed-
ding feature extraction have not been reported in TABLE
6 since it performed the poorest among the feature extraction
approaches (see TABLE 7). The reason is that this type of
feature modelling requires a huge amount of data for deep
learning and cannot performwell on small-scale data. In addi-
tion, fewer resources are available that contain Arabic text
that is related to depression over the internet from an online
forum compared to English text.

We conclude that both the lexicon-based and
machine-learning-based classification models for predicting
depression symptoms perform well even on small datasets.
Moreover, based on our results, the predictive power of the
lexicon-based approach depends on the selection of a suitable
threshold, whereas the predictive power of the machine-
learning-based approach depends on the selection of suitable
features.

Comparing to related works, references [23], [24],
[26], [27] predict depression based on questionnaires.
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TABLE 6. Performance results of the machine learning models.

The prediction approaches of references [23], [24] were
statistical, whereas references [26], [27] used only machine
learning. The approaches in references [33] and [34]

TABLE 7. Accuracy results of the machine learning models.

predict depression based on self-declaration and apply
machine learning and deep learning, respectively.
Fatima et al. [37] used data from forum subscriptions to
predict depression. The results of these studies are not com-
parable, as they were reported based on processing other
languages. All these approaches proposed solutions for the
English language, except [27] focused on the Japanese lan-
guage. The manipulation of the Arabic language differs from
the manipulation of English and other languages. One of the
reasons is the rich morphological structures of the Arabic lan-
guage, where eachwordmay havemany forms andmeanings.
The formal and informal structures of the Arabic language
must be treated differently on either the morphological or
syntactical scale. Therefore, we will compare our results with
results on manipulating the Arabic language.

The author of [71] investigated how the posts in a social
network can be used to classify users via the machine-
learning approach based on their mental health levels. They
reported their results on data that were collected from Saudi
Arabia, but they did not specify the language in which the
posts were written. Their reported result is 57% accuracy,
67% precision, and 56% recall. Reference [13] built a lex-
icon and a sentiment analysis tool for the Arabic language.
For their experiments, they reported an accuracy of 70% on
Twitter data and an accuracy of 64% on Yahoo-Maktoob
data. We report higher performance for the both approaches,
namely, the lexicon-based and machine learning approaches,
on the Nafsany dataset for the Arabic language compared to
[13] and [71]. Fig. 12 compares the results of the proposed
methods with those of these available methods.
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FIGURE 12. Accuracy, precision, and recall results of the proposed
methods and the available methods.

FIGURE 13. ROC curve and AUC = 0.78 for the lexicon-based approach.

FIGURE 14. ROC curve and AUC= 72% for the machine-learning approach
(SGD- TF-IDF).

Fig. 13 and Fig. 14 show the performances of the lexicon-
based approach and the machine-learning-based approach
for predicting depression symptoms from Arabic text using
ROC/AUC. TPR was plotted on the Y-axis, whereas FPR was
plotted on the X-axis. The values of AUC for both models are
larger than 0.70 and, thus, exceed a random negative value
(0.50). The AUC of the lexicon-based approach is 78%, while
the AUC of the best classifier of the machine-learning-based
approach is 72%.

V. CONCLUSION
This study is likely to enable intelligent instruments to
identify and predict depression symptoms from Arabic text

based on depression-related words. We initiated research on
innovative depression prediction solutions that serve Arabic
communities, and we desire to stimulate the research and
development of various possible approaches that computa-
tionally manipulate Arabic language as expressive guidance
for the identification of depression. This paper proposed
computational approaches for the utilization of an Arabic
online forum on which users discuss and seek advice regard-
ing several mental health disorders. We gathered data from
this forum and labelled them either automatically or manu-
ally.We proposed a semi-supervised approach (lexicon-based
approach) and a supervised approach (machine-learning-
based approach) for the prediction of depression from posts.
The performances of the proposed approaches were evalu-
ated. The former approach outperformed the latter approach
and approaches from related studies by realizing an accu-
racy that exceeds 80%. However, the machine-learning-based
approach was evaluated with various feature extraction mod-
els and classifiers. The best performance was realized with
TF-IDF as the feature extraction model and SGD as the
classifier, which resulted in 73% accuracy.

Although our results demonstrate that the performances of
the applied approaches are reasonable, this task is challenging
and merits further investigation. Our results could be used
as a baseline for the applications of new mechanisms to the
prediction of depression fromArabic text. Nevertheless, there
is substantial room for improvement, and it is our expec-
tation that the results of this study will motivate others to
design and develop innovative and more effective prediction
solutions with respect to various variables, such as locations,
users and genders. The relationship among these variables,
the personalities of the online users and their behaviours
in response to depression require further examination. This
study did not differentiate between depression categories
and regarded them as a single class for the prediction of
depression symptoms. We suggest in the future work, vari-
ous categorizations of depression, such as seasonal affective
disorder, bipolar disorder and postpartum depression, should
be explored in addition to the degrees or levels of depression.
Moreover, regarding the dataset that was collected in this
study, additional data will need to be collected and annotated
to improve the accuracy of the deep learning models, such
Gloves and Word2Vec, since they required large amounts
of data for training. An additional improvement to the deep
learning approach could be realized by implementing a lan-
guage model such as BERT as an input for a neural network.
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