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ABSTRACT Concrete pavement defects are an important indicator reflecting the safety status of pavement.
However, it is difficult to accurately detect the concrete pavement cracks due to the complex concrete
pavement environment, such as uneven illumination, deformation and potential shadows, etc. In order to
solve these problems, we propose the crack detection algorithm of concrete pavement with convolutional
neural network. Firstly, our method is used to classify cracks first and detect the classified crack images,
different deep learning models are used in these two parts to achieve different functions. Secondly, in the
crack classification section, in view of the low proportion of effective concrete pavement crack images in the
mass images collected by crack detection vehicle, the output dimension of FC2 layer of LeNet-5 model is
modified before crack detection. It can accurately identify the concrete pavement cracks from several types
of disturbance characteristics by training the classification model. Finally, in order to improve the efficiency
of crack detection, the algorithm scales the network model horizontally and accesses the convolution layer
with the kernel size of 1 x 1, 3 x 3. Experiments show that the F of our algorithm reaches to 0.896 in
CFD dataset. Compared with VGG16, U-Net and Percolation, it is 25.2%, 2.8%, 39.1% improvement of F';
respectively. For Cracktree200 dataset, the F; is 0.892. Compared with VGG16, U-Net and Percolation, it is
50.3%, 16.6%, 68.9% improvement of F; respectively. For DeepCrack dataset, the F; is 0.901. Compared

with VGG16, U-Net and Percolation, it is 53%, 5.2%, 52.2% improvement of F| respectively.

INDEX TERMS Crack detection, cross-entropy loss function, VGG16 network, crack classification.

I. INTRODUCTION
Cracks are one of primary forms of early diseases on concrete
pavement, which reduce the service life of pavement and
endanger driving safe. Therefore, it is necessary to find and
repair cracks early. The traditional detection methods based
on artificial detection are labor-intensive and time-consuming
which fail to detect concrete pavement cracks accurately.
With the development of digital image processing technol-
ogy, many researchers have proposed a variety of detection
methods for concrete pavement crack detection. In 2016,
Shan et al. [1] proposed a stereo vision-based crack width
detection method to evaluate the crack width of concrete
structures’ surfaces quantitatively. In 2018, Cho et al. [2]
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proposed an edge-based crack detection method, which
used a width map to remove noise and residual noise can
be removed by reclassification of crack regions. In 2019,
Qu et al. [3], [4] proposed a genetic algorithm based on
genetic programming (GP) and percolation model, which
can detect cracks on the concrete pavement under different
noises. In 2018, Su and Yang et al. [5] proposed an edge
detection method based on the morphological segmentation
to achieve the segmentation of concrete cracks. The segmen-
tation results provide the basic information of cracks, which
is helpful for the further inspection of concrete structures.
In 2008, Shin et al. [6] proposed an assessment method of
concrete crack depth based on PCA and natural networks.
In this method, PCA is used to compress TRF and neu-
ral network is used to estimate fracture depth. In 2019,
Hoang et al. [ 7] proposed a method for detection condition of
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concrete wall. This method uses image texture to evaluate the
wall condition and uses logistic expression for pattern recog-
nition. In 2017, Roberto et al. [8] proposed a method for the
tunnel concrete crack detection, which uses the improved
Gabor filter to process the data and can detect cracks in any
direction. In 2016, Xie et al. [9] proposed a sensor based on
ultrasonic concrete detection method. This method can detect
concrete internal cracks and potential damage by analyzing
time domain waveform and frequency domain spectra.

In recent years, the powerful learning capabilities of deep
learning have performed well in image recognition [10], med-
ical diagnosis [11] and path planning [12], [13].

At present, the scholars have proposed a series of crack
detection and recognition algorithms based on neural net-
works for cracks in different situations. In 2018, Chen Jahan-
shahi [14] proposed a vision-based method for detecting
concrete cracks. This method can effectively detect con-
crete cracks by combining the structural network with the
sliding window. In 2018, Maeda ef al. [15] obtained dataset
of pavement cracks through smart phones and detected
these cracks through convolution neural network. In 2017,
Wang and Hu [16] applied CNN to pavement crack detec-
tion, which extracted skeleton of crack through grid, and
applied PCA to classify the detected pavement cracks.
In 2018, Fan er al. [17] proposed a supervised method based
on deep learning. This method has a good detection effect
on pavement cracks in different environments by modify-
ing the proportion of positive to negative samples. In 2016,
Zhang et al. [18] proposed a convolutional neural architec-
ture for cracks automatic detection. His method has an out-
standing recognition effect in complex noise environments.
In 2017, Liu et al. [19] proposed an edge detection method.
It obtains better performance by modifying the VGG16 model
architecture. In 2018, Yang et al. [20] used a fully convolu-
tional neural network to segment different types of cracks
and pixel-wise to represent the predicted crack skeleton.
In 2019, Li et al. [21] proposed pixel-level detection of con-
crete pavement, which obtains better performance by training
Convolutional Network. In 2019, Ni et al. [22] proposed a
new crack width detection method based on Zernike moment
operator. It used dual-scale convolutional neural networks
to detect cracks width. In 2019, Liu et al. [23] proposed a
new deep convolutional neural architecture for cracks detec-
tion, it combined multi-scale and multi-level information of
the target object. In 2019, Lee et al. [24] proposed a crack
detection method based on image segmentation, the algo-
rithm has a good robustness. In 2018, Dorafshan et al. [25]
compared the performance of six common edge detectors
and convolutional neural networks in crack detection of con-
crete images. In 2007, Gopalakrishnan et al. [26] proposed
a pavement crack detection method based on neural net-
work. This method trains convolutional neural network in the
“big data” Imagenet database through migration learning.
Experiments show that this method has good effect. In 2018,
Zhang et al. [27] proposed a crack detection method based
on the deep convolution neural network. The method first
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classifies the road image, then effectively extracts the crack
pixels through the block wise threshold method. Gopalakr-
ishnan [28] gave a narrative review of the recently published
research on pavement distress detection based on deep learn-
ing, comparing the overall framework, network architecture
and crack detection performance of these papers.

The actual concrete pavement image captured by the crack
detection vehicle includes not only cracks and intact surface,
but also crack-free images such as leaves, stains, and marking
lines. Moreover, the proportion of concrete pavement crack
images is deficient. It will waste much time if we first detect
and analyze large-scale images. In order to resolve the prob-
lem, we can process a large number of unordered graphs to
find the crack image of the concrete pavement effectively.

Based on the above problems, we modified the FC2 (Fully
Connected) layer output dimension of the LeNet-5 [29]
model. By training the classification model to classify orig-
inal images, we can accurately identify concrete pavement
crack images from several types of images with similar fea-
tures. Then, we optimized the VGG16 [30] model to detect
concrete pavement crack images automatically, and output
grayscale images with black as background pixels and white
as target pixels. The model can locate the crack edges accu-
rately, thus improving the accuracy of crack detection. The
blue dotted box showed in Fig. 1 is our main work.

The rest of this paper is organized as below. Section 2 intro-
duces some of the network models referenced in this paper.
Section 3 introduces the modified network model and the con-
siderations when building a database. Section 4 demonstrates
the effectiveness of the proposed method by experiments and
comparing with other methods. Section 5 summarizes the
work of this paper.

Il. RELATED WORK

Deep learning-based neural network frameworks excel in
image detection and recognition [31], [32]. Inspiration
of our improved network structure mainly comes from
LeNet-5, VGG16, InceptionNet [33], etc. These networks are
introduced here. The inception module is shown in Fig. 2.

A. CRACK CLASSIFICATION

Table 1 shows the network structure of LeNet-5. The
LeNet-5 network composes of two Conv layers and aver-
age pooling layers. A flattening convolutional layer is con-
nected to the pooling layer, flowing two fully-connected
layers. Finally, a Softmax classifier is used at the out-
put layer. This network has a good effect on image
classification [34]-[36] etc.
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FIGURE 2. Inception module.

TABLE 1. Detailed output size, Stride sizes and a kernel size of standard
LeNet-5.

Layer Convl Subsampling Conv3 Subsampling
Stride 1 2 1 2
Kernel Size 5X35 2X2 5X5 2X2

TABLE 2. Detailed channel number and stride sizes of standard VGG16.

Layer Convl_1 Convl_2 Pooll
Channel number 64 64 -
Stride 1 1 2
Layer Conv2_1 Conv2_2 Pool2
Channel number 128 128 -
Stride 2 2 4
Layer Conv3 1 Conv3 2 Conv3 3 Pool3
Channel number 256 256 256 -
Stride 4 4 4 8
Layer Conv4_1  Conv4 2 Conv4_3 Pool4
Channel number 512 512 512 -
Stride 8 8 8 16
Layer Conv5_1 Conv5_2 Conv5_3 Pool5
Channel number 512 512 512 -
Stride 16 16 16 32

B. CRACK DETECTION

The VGG16 network consists of 13 Conv layers and three
fully connected layers and is connected to the pooling layer
after each stage. Table 2 shows the network structure of
VGG16. It is known for many experiments that the tar-
get characteristics obtained by each stage of VGG16 which
increases as the number of layers increases.

Fig. 3 (c)-(g) is the output of each layer of VGG16. It can be
seen that the convergence image of the Conv1 and Conv?2 lay-
ers in the VGG16 model has fine lines at the crack edge,
but there are many non-edge pixel points; the crack edge
of Conv5 layer is thick, but it has abundant edge features,
so the crack edge position can be accurately located. The
VGG16 model combines five layers of convolution image
features in the fusion layer, which causes the thick edges of
the crack. The crack image is not clear, the gray image of
the crack has black spots and so on. In view of the existing
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FIGURE 3. The output of vgg16 per layer, as the basis for the network
modification: (a) original image; (b) ground truth; (c) Conv1; (d) Conv2;
(e) Conv3; (f) Conv4; (g) Convs.

problems, we modified the VGG16 model. The modified
model mainly uses the VGGI16 classic two-layer model
and combines with the advantages of the Inception Module
model. It accesses the Conv layer with the kernel size of
1 x 1 and resets the partial convolution and parameter values.
In this paper, the model uses fewer parameters to extract
effective features and fuse multiple convolutions to locate the
crack edges, which improves the efficiency and accuracy of
crack detection.

Ill. CONCRETE PAVEMENT CRACK DETECTION MODEL

A. OVERALL FRAMEWORK OF THE PROPOSED METHOD
The overall method flow chart of the deep learning model
(overall framework) is proposed in this paper, which consists
of two parts: crack classification and crack extraction. Dif-
ferent deep learning models are used in these two parts to
achieve different functions.

The main works in the crack classification part are as
follows:

i. Build dataset CCD1500 (Crack Classification Dataset).
CCD1500 is a classified dataset related to cracks in the con-
crete pavement.

ii. Data process (including labelling, random order, and
preventing overfitting).

iii. A transfer learning (i.e., fine-tuning of the developed
neural network model) of the LeNet-5 is used to develop the
classifier.

The main works in the crack detection part of concrete
pavement are as follows:

1. The model needs to be optimized. The VGG 16 model has
some problems when extracting crack positions. Due to this
shortcoming, the VGG16 model is modified according to the
characteristics of the crack image.

ii. The optimized model needs to be trained to let itself
learn the crack features automatically and to find the best
parameters and optimization algorithms of the model through
the continuous calculation of errors and update learning.

iii. Using the concrete pavement crack images obtained by
LeNet-5, the model can detect the crack features automati-
cally and output the crack grayscale images instead.
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FIGURE 4. Fine-tuned LeNet-5 model diagram for classification.

B. CRACK CLASSIFICATION

At first, it is essential to train the classifier and obtain the
performance of the classifier depending on the diversity of the
training samples. Therefore, we choose images taken under
various conditions from the big data of the Internet as a clas-
sification dataset. A simple data collection software is used to
obtain all kinds of images by searching for keywords through
search engine websites (such as Google), and to establish a
dataset CCD1500 of the deep learning classification model,
such as cracks, complete concrete pavement and non-cracked
objects. It is noteworthy that some objects have significant
similarities compared to cracks and are easily identified as
cracks by mistake. There is no strict regulation in the size
of images during the process of images capture. The image
needs to be normalized before input into the neural networks
and to be trimmed by the preprocessing software with the
standard of image size as 256 x 256 pixels.

In this paper, the output dimension of the FC2 layer of the
LeNet-5 model is modified, as shown in Fig. 4. By training
the classification model, it can accurately identify the con-
crete pavement cracks from several types of interference fea-
tures. Meanwhile, by fine-tuning more layers with a smaller
learning rate, the time to train a new model is significantly
saved.

There are some features of concrete pavement crack
images. For example, the macro direction is consistent,
the shape is tree-like growth, and it has growth and aggrega-
tion characteristics, etc. Usually, cracks and fake cracks (such
as the lining joints produced by tunnel construction, the pave-
ment joints caused by concrete pavement construction, and
the expansion joints and settlement joints that prevent defor-
mation of concrete pavements) have similar features, and
they are all elongated. Since the deep learning model can
automatically learn the target features during the training
process, if only two types are used in the training process (the
crack class and the non-crack class), the fake cracks might be
seen as cracks because of similar features, causing classify
these cracks incorrectly. Therefore, we proposed five types
of representative images (the examples might be more, but
this paper only represents some classic cases). The figures of
five classified images are shown in Fig. 5(a)-(e). The joints
between concrete pavement are classified as fake crack class
(Fig. 5(a)). Various types of cracks, such as transverse cracks,
longitudinal cracks, and reticular cracks, are classified as

VOLUME 8, 2020

FIGURE 5. More detailed crack classification examples: (a) fake crack;
(b) crack; (c) artificial scratch; (d) intact surface; (e) plant.

crack class (Fig. 5(b)). Scratches caused by human activities
on different surfaces are classified as artificial scratch class
(Fig. 5(c)). Images of real concrete pavement taken at a differ-
ent time and in different lighting conditions are classified as
complete surface class (Fig. 5(d)). Plants such as fallen leaves
and vines covered on the concrete pavement are classified
as plant class (Fig. 5(e)). This specific crack classification
method can improve the accuracy of the classification model
when detecting concrete cracks.

C. CRACK EXTRACTION
Neural network usually consists of multiple layers, such as
input, convolution, pooling, activation, and output layers.

This section introduces the improved VGG16 network
model and the specific crack detection process of this paper.
We refer to different network structures and analyze a lot
of experimental data which are the basis for modifying the
network structures. The novel network proposed in this paper
is shown in Fig. 6.

Compared with the VGG16 model, the changes made in
this paper are as follows:

1. Ignoring Conv1, Conv2 and Conv4 layers of the VGG16
model, the model parameters are significantly reduced
because the model layers are reduced at the same time. Thus,
the efficiency of crack detection is improved by extracting
useful features with fewer parameters.

ii. Use the horizontal expansion method [37]. And insert
1 x 1 — 1 Conv layer followed by an Eltwise layer. Then the
Deconv layer is used for up-sampling convolution features.

iii. Convolution kernels are used. It inserts a Conv layer
with a kernel size of 1 x 1 and a channel depth of 64 in the
Conv3 layer of the model and a Conv layer with a kernel size
of 3 x 3 and a channel depth of 64 in the Conv5 layer of the
model. The goal is to enhance the expressive ability of the
convolutional layer.

iv. Connect two layers of up-sampling layer and
insert 1 x 1 — 1 Conv layer in the FC2 layer to fuse the
feature map of the two-layer model.
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FIGURE 6. The training model structure of concrete pavement crack
detection model.

D. MODEL TRAINING
The optimized model is used for crack detection in this paper,
and the specific process of model training is shown in Fig. 7.

i. Input the original image for parameter initialization.

ii. Convolve and pool the target object to obtain image fea-
tures. The result of pooling can reduce the number of features
and parameters. Through repeated operations of convolution
and pooling, the parameter quantity of the network does not
increase much, but the error rate drops considerably, thus
improving the efficiency of crack detection.

iii. Perform edge feature extraction on the target objects.
In the training process, treat pixel points with cracks as real
sample label T, and pixel points without cracks as the real
sample label N. It is evident that the crack detection prob-
lem can change into the one that is to determine whether a
given pixel point is a crack pixel point. Moreover, the larger
the predicted value probability is, the higher the possibility
will be.

iv. By calculating deviations between the target value and
the actual output value, and fine-tuning the learning rate
continuously, then fusing the convolution features of each
layer at the connected layer, the crack grayscale image with
more accurate is output through the loss layer.

E. CROSS-ENTROPY LOSS FUNCTION
The Cross-Entropy loss function [38] is used to calculate
deviations between the target value and the actual output
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value in this paper. The optimal value interval used by positive
and negative samples is obtained through a large number
of experiments. This function turns the output of the neural
network into a probability distribution. So that the Cross-
Entropy can calculate the distance between the predicted
probability distribution and the probability distribution of
actual output. Meanwhile, the prediction accuracy can be
improved by adding the balance parameter 6 = 1.1.

Algorithm 1 The Algorithm of Cross-Entropy Loss
Input: Data, GroundTtuth
Output: TotalLoos
/* Casually select sample pixels X and implement data
= sigmoid(x) function operation */
/* Cross-Entropy: groundtruth = sigmoid(groundtruth)

*/

1: Foriin W do{

/*W = h *w indicates the amount of pix, w, h indicate
the height and width of the pixels, respectively */

2: If O< groundtruth (i) < 0.3 then

3: {Num_pos++;

4: loss_pos + = L(data(i),groundtruth(i)); }

5: else if 0.7<groundtruth < 1 then

6: {Num_neg++;

7: Loss_neg + = L(data(i),groundtruth(i));}

8: Weight_loss_pos = loss_pos*num_poss/(num_pos+
num_neg)

9: Weight_loss_neg = loss_pos*num_poss/(num_pos+
num_pos) }

10:Retuen Weight_loss_pos+ Weight_loss_neg

W = h x w indicates the amount of pix; w, h indicate the
height and width of the pixels, x is input value. TotalLoos
represents the cross-loss value of all pixels in an image,
Loss_pos and Loss_neg represent the cross-loss value of the
positive and negative samples of each layer, Weight_loss_pos
and Weight_loss_neg represent the cross-loss values of the
positive and negative samples, respectively.

IV. EXPERIMENTS RESULTS

The first part of the experiment is to fine-tune the LeNet-5
structure for classification. The second part is to detect cracks
by using modified VGG16 model. This section shows the
results of these two parts. All experiments in this paper based
on hardware environment Intel Core 17-8700k, GPU GTX
1070TI 8G, and software environment unbuntul8.04 system,
caffe2.0.

A. DATASETS

i. CCD1500: We collected about 1500 images
(i.e., 1150 images for training, 350 images for testing
images), which are divided into five categories, include fake
crack, crack, artificial scratch, intact surface and plant. Each
category image is fixed at 300 frames, through balancing
the data and reducing bias to get the best classification
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FIGURE 7. The specific process of crack detection model training.

effect. There is no strict regulation in the size of images.
Before input into the neural networks, the image needs to
be trimmed by the preprocessing software with the standard
of image size as 256 x 256 pixels. The crack images are from
SDNET2018 [39]. We named the dataset as Crack Classifi-
cation Dataset 1500 (CCD1500). CCD1500 is composed of
our laboratory dataset and available on the Internet datasets
of SDNET2018.

ii. SDNET2018: It contains over 56,000 images of cracks
(We randomly selected 300 crack images and added them
to the CCD1500) and non-crack concrete. It is an annotated
image dataset for training, validation, and benchmarking of
artificial intelligence neural networks-based crack detection
algorithms for concrete.

iii. We collected about 861 images of cracks. All the image
size is 448 x 448 pixels. We named the dataset as Crack
detection Dataset 861 (CDD861), CDD861 is composed of
available datasets from the Internet datasets of CFD, Crack-
tree200, DeepCrack etc. To equalize the samples, we ran-
domly selected a part from the CDD861 dataset as the training
set, the rest was testing set (i.e., 768 images for training,
93 images for testing images).

iv. CFD [40]: It contains 118 annotated concrete surface
road crack images, which have problems of noise, cracks that
are not clear, etc, All the image size is 448 x 448 pixels.

v. DeepCrack [23]: It contains 537 concrete surface crack
images, which have complex background, and cracks that are
not clear. All the image size is 448 x 448 pixels.

vi. Cracktree200 [41]: It contains 206 concrete pavement
crack images, which have shadows and uneven lighting. All
the image size is 448 x 448 pixels.

B. INTRODUCTION OF EXISTING METHODS

VGG16: VGG16 is a very classic convolutional neural net-
work model, and its network structure is very simple. We train
CrackForest on CDD861.

U-net: U-net [42] is a point-to-point network. The struc-
ture includes a contraction path and a symmetric expan-
sion path (include contracting path and expansive path.).
It improves the FCN and improves the expansion path.
We train CrackForest on CDD861.
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TABLE 3. Correct rate to classified cracks.

Total Images Correctimage  Correct rate
fake crack 70 64 0.914
Crack 70 67 0.957
artificial scratch 70 62 0.886
intact surface 70 65 0.928
Plant 70 63 0.900

Percolation: Percolation model [43] is a crack detection
method based on image processing. It improves the accuracy
by performing a second seepage treatment on the pixels
around the crack that has not been percolated.

C. CRACK CLASSIFICATION EXPERIMENTAL RESULTS

We train and test our classification model on CCD1500,
Table 3 gives the number and accuracy of each type of clas-
sified images. As observed in Table 3, the recognition rate of
crack is above 95%, 350 images are shared for 1.1s, and an
average image is less than 0.003s. Experiments show that our
algorithm can quickly classify crack images.

D. PERFORMANCE EVALUATION CRITERIA

We implement our network on Caffe framework. And our
network is improved on deep learning model of VGG16. For
our proposed network. We train our network on CDD861. The
Caffe model is used to initialize the test model parameters.
As is shown in Fig. 8, we show experimental results plots
for four different methods. Then we present and analyze the
experimental results on different test set in details.

In order to verify the effectiveness of the proposed crack
detection algorithm, we used three datasets as experimental
analysis objects. The cracks appeared in the text have various
shapes and various structure, such as transverse, longitudinal,
oblique and reticular cracks, and they have a certain width.
Some cracks are faulty, small and unclear.

In order to further evaluate the performance of the algo-
rithm in this paper, we compared the algorithm of this
paper with the algorithm based on digital images and
VGG16 algorithm and quantified the experimental results
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FIGURE 8. Crack detection result: (a) Original image; (b) Target map; (c)VGG16; (d) U-Net; (e) Percolation; (f) Our algorithm.

through comprehensive evaluation. Indexes F'1, Precision
and Recall, which are defined as follows:

o ture positive
Precision

ey

ture positive + false positive

ture positive
Recall = — - 2)
ture positive + false negative

2 x Precision x Recall
Fy = — 3
Precision + Recall

E. CRACK DETECTION EXPERIMENTAL RESULTS
1) Results on CFD: It can be seen from Table 4 that our
algorithm of crack detection can accurately locate the edge
of the crack. As a result, the crack edges of result images
are fine, and it can achieve the best F; on the CFD, with F
value of 0.896. Compared to VGG16, U-Net and Percolation,
it is 25.2%, 2.8%, 39.1% improvement for F respectively.
Percolation method achieves the lowest F; and Recall, and
deep learning method achieves better results.

ii) Results on Cracktree200: It can be seen from Table 5 that
our algorithm has the highest F; value on Cracktree200,
the F; value is 0.892. The VGG16, U-Net and Percolation
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TABLE 4. The precision, recall, F; of compared method test on CFD.

Methods Precision Recall F FPS
VGGl16 0.570 0.740 0.644 30
U-Net 0.855 0.882 0.868 6
Percolation 0.582 0.447 0.505 0.05

Ours 0.889 0.903 0.896 30

TABLE 5. The precision, recall, F; of compared method test on DeepCrack.

Methods Precision Recall F FPS
VGG16 0.305 0.538 0.389 30
U-Net 0.760 0.694 0.726 6

Percolation 0.121 0.631 0.203  0.05
Ours 0.829 0.966 0.892 30

are 50.3%, 16.6%, 68.9% less than the results of proposed
method respectively. The performance of Percolation has the
worst performance, which only holds F value of 0.203.
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FIGURE 9. More results of our proposed algorithms on the test dataset. (a) Original images and results of the first group; (b) Original images and
results of the second group; (c) Original images and results of the third group.

TABLE 6. The precision, recall, F1 of compared method test on
Cracktree200.

Methods Precision Recall Fi FPS
VGGl16 0.407 0.341 0.371 30
U-Net 0.848 0.851 0.849 6
Percolation 0.453 0.326 0.379  0.05

Ours 0.912 0.891 0.901 30

iii) Results on DeepCrack: This dataset contains images
of road cracks on different surfaces, which have many com-
plex characteristics, such as road traffic signs, pollutants, etc.
It can be seen from Table 6, the method we proposed gets the
highest F; on DeepCrack dataset, which is 0.901 Compared
to VGG16, U-Net and Percolation, it is 53%, 5.2%, 52.2%
improvement for F'| respectively.

iv) More results: for the reason of simple network structure,
we found that the method we proposed and VGG16 have
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the ability to extract the crack features faster. As we can see
from Table 4, our method processes the image at 30 FPS,
which are faster than the U-Net and Percolation methods.
Due to the complexity of the U-Net network, the U-Net
method runs at a slow speed of 6 FPS. For non-deep learning
methods, Percolation takes about 20 seconds to process the
image. In addition, for different datasets, the F; of our method
has been kept 90%, which is less affected by image noise.
However, The VGG16, U-Net and Percolation method are
more efficient for the images with simple cracks and single
background, and the image effects is worse which is affected
by the shadow and unclear cracks, as well as the Precision is
greatly influenced by image noise.

In order to verify the superiority of our method, we give
more results in Fig. 9. More results of our proposed method
on the CDD861 dataset are present. Experiments have shown
that our method can accurately locate the edge of the crack,
and has a good detection effect on short and unclear cracks,
and there is no blurring or fracture phenomenon. Before the
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crack detection, the original crack image is not denoised, but
the F; value of the method is less affected, proving that the
method has a better effect.

V. CONCLUSION

We propose the crack detection algorithm of concrete pave-
ment with convolutional neural networks. It uses the fine-
tuned LeNet-5 network to classify the original image, which
saves much time for the disordered image detection. In the
crack detection part, we used the optimized VGG16 model
to extract the concrete crack characteristics. For performance
evaluation, two crack datasets were constructed. in which
CCD1500 is used as the crack classification dataset and
CDDS861 is used as the crack detection dataset. As is shown
in the experiments, compared with VGG16, U-Net and Per-
colation algorithms, our algorithm has the highest F; value
on CFD dataset, Cracktree200 dataset, DeepCrack dataset.

These datasets contain images of road cracks on different
background, which have many complex background char-
acteristics, such as road traffic signs, pollutants, plants, etc.
The cracks in the image have different shapes, including
longitudinal cracks such as transverse cracks, linear cracks,
and network cracks such as block cracks, fracturing cracks,
and some of the images have short and unclear cracks. From
the experiment result, Percolation algorithms based on image
processing have better detection results for the background of
cleaner linear crack. But for the background of interference
noise, the effect of image with more complex cracks is poor,
for example of the uneven sand surface crack. Because the
neural network model has a strong ability to learn, can auto-
matically extract the features of cracks, so the neural network
also has a good effect on cracks in complex backgrounds.
Therefore, in the aspect of crack detection, the algorithm is
based on neural network in performance is superior to tra-
ditional methods of image processing. Our algorithm retains
the high PFS value of VGGI16, improves the efficiency of
VGG16 model for crack detection. Our algorithm has rel-
atively high accuracy as well as recall rate for all kinds of
cracks in different environments, which can achieve rapid and
accurate detection of crack images.

Because the original image was not pre-processed, we will
add image preprocessing methods and reduce background
noise to improve the accuracy and the efficiency of crack
detection in the future. At present, this algorithm is mainly
used in concrete crack detection. In the future, we will study
how to apply this algorithm to a wider range of fracture envi-
ronments, such as glass surface cracks, metal surface cracks,
etc. As we all know, the detection speed of YOLO series (such
as YOLO v3) network is fast. In the future, we will study
YOLO series network and improve the detection rate further.
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