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ABSTRACT Seawater quality prediction has a tremendous potential of enabling future smart ocean.
However, this time-sensitive application puts forward a strict delay requirement, thus easily leading to
overwhelmed networks. Edge computing is emerging as an effective means of solving network overload,
due to its edge-based distributed processing. Therefore, we develop a hybrid multivariate prediction model
for seawater quality assessment in an edge computing environment, considering the combination of principal
component analysis (PCA) and relevance vector machine (RVM). The PCA method is employed for
dimension reduction of ten seawater quality factors in advance. Six principal components are extracted
from multiple features, used as input variables of the subsequent predictor. Finally, a RVM is developed
to predict the future trends of dissolved oxygen and pH, measuring seawater quality. Experimental results on
the real-world ocean sensor data show that our PCA-RVM based multivariate prediction model outperforms
single RVM, SVM and its extended version in prediction accuracy and efficiency, meanwhile statistical
testings confirm this finding.

INDEX TERMS Edge computing, PCA-RVM, water quality, multivariate prediction, smart ocean.

I. INTRODUCTION
With the rapid development of Internet of things, artificial
intelligence, edge computing and 5G [1]–[5], ocean envi-
ronmental monitoring is being developed into an intelligent
computing platform supplied by various kinds of processing
units, transmission devices, and sensors [6]. Hence, future
ocean informatization should become smarter to provide bet-
ter experiences for users [7]. Currently, human activities have
devoted to exploring many fields of the ocean. It is generally
known that ocean covers more than 70% of the earth, thus
it is crucially important to the survival and development of
humanity. Ocean environmental monitoring is regarded as
the only way of oceanic information acquirement, including
meteorological and hydrological conditions, sediments, life,
ocean dynamics [8]–[10]. These information can be accessed
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by remote sensing, shore-based radar, and buoy systems.
Many types of ocean information processing are the key
means to capture valuable knowledge in ocean data, espe-
cially seawater quality prediction. It is greatly beneficial for
ocean environmental protection, disaster warning, and fishery
safety [11].

Massive data, generated from oceanic sensor devices,
inevitably requires high-bandwidth to guarantee efficient
transmission. Along with an explosive increase of such data,
the communication network may be finally overwhelmed by
the overload transmission. It throws a severe challenge to
online data processing. In this situation, mobile edge com-
puting (MEC) is viewed as a workable solution. Through
deployment of cloud-like infrastructure near data sources,
data can be preferentially handled at the edge, largely relaxing
the whole network [12]. Given this, this paper aims at inves-
tigating the MEC-based seawater quality prediction, in order
to make the quick response for potential ocean emergencies.
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Machine learning has become the mainstream method-
ology for ocean-related data processing. In this scenario,
support vector machine (SVM) has been broadly studied as
a state-of-art supervised regression method. Its popularity
is attributed largely to the good nonlinear approximation
capacity, often beating other coeval alternatives such as neural
networks and decision tree [13]. Tan et al. demonstrated the
adaptability of SVM to predict real-time water quality data
in the mode of small sample [14]. Liu et al. developed a
hybrid prediction model based on the combination of wavelet
analysis, SVM and extended Cauchy particle swarm opti-
mization for dissolved oxygen content in intensive aqua-
culture [15]. Kisi et al. accessed the performance of SVM
in modeling the river water pollution, measured by chemi-
cal oxygen demand, total coliform, fecal coliform and pH,
respectively [16]. Singh et al. considered both classification
and regression of SVM for the data processing related to
surface water quality, effectively assisting the optimization of
water monitoring program [17]. Kong et al. proposed an opti-
mized SVM for real-time eutrophication status evaluation,
considering four CDOM fluorescence components, chloro-
phyll a (Chl-a) and dissolved oxygen (DO) [18]. Despite these
recent advancements, SVM also shows a series of ill-posed
problems, i.e., incalculable posterior probability distribution,
inestimable penalty factor C , and necessary Mercer’s con-
dition for kernel projecting. As another classical kernel ML
model, relevant vector machine (RVM) is a Bayesian alterna-
tive to SVM, significantly alleviating the above defects [19].
It implies that RVM can implement probability distribution
calculation for output, no cross-validation is required for
hyper-parameters, and its kernel function can be specified
arbitrarily without constraints of positive paradigm. To the
best of our knowledge, there are few works on RVM-based
seawater quality prediction. Thus in the paper, we intend to
explore the possibility of RVM predictor in this task.

Actually, seawater quality greatly depends on the fluc-
tuations of physical, chemical and biological factors, such
as temperature (TEM), conductivity (CON), turbidity(TUR),
salinity (SAL), pH, total soluble solids (TSS), DO, dis-
solved oxygen saturation (DOS), Chl-a, and blue-green algae
(BGA). Generally, DO and pH are used to measure the
water quality [15]–[18]. Moreover, it has been proved that
multivariate prediction, other than univariate mode, is more
beneficial for this assessment [17], since it can provide more
knowledge for approximation. So far, it is a still particularly
challenging problem [20]–[22]. Inspired by it, a multivariate
RVM-based prediction model is considered in our scenario.

Besides, a great deal of studies have indicated that
data-driven single ML models, especially for high-
dimensional data, don’t have the competitive advantages in
nonlinear approximation tasks. Principal component anal-
ysis (PCA) is viewed as a feasible solution for this issue
[23]–[25]. In theory, it can achieve covariance-matrix-
based dimensionality reduction for given correlated vari-
ables, thereby providing more favorable input for regression.
The key idea behind PCA is to determine a series of

orthogonal basis vectors projecting high-dimensional data
into a low-dimensional space [26]. As a result, many inter-
related variables can be converted into fewer uncorrelated
variables, i.e., principal components. Therefore, our multi-
variate time series requires the PCA-enabled preprocessing
for better seawater quality evaluation.

This paper investigates the combination of PCA and RVM
in multivariate seawater quality prediction. In this structure,
PCA is responsible for dimension reduction of multiple types
of data, but preserving their variations as many as possible.
Driven by selected principle components, RVM can achieve
a nonlinear approximation for DO and pH. The case on
real-world multivariate seawater data processing is imple-
mented to access the suitability of the PCA-RVMmodel. The
main contributions of this paper are shown below.

1) Our PCA-RVM is a successful attempt for ocean-related
multivariate time series prediction. Themulti-source and
heterogeneous ocean data makes accurate prediction dif-
ficult. Our proposal can solve this modeling problem,
contributing to the establishment of smart ocean.

2) PCA is used for dimensionality reduction on ten differ-
ent types of ocean time series. It devotes to improving
the computational efficiency of the RVM predictor.

3) The superior performance of our PCA-RVM over three
state-of-the-art model are demonstrated on the basis of
trend comparison, prediction accuracy and training time.
In addition, the utility of PCA-RVM is accessed in terms
of the pattern matching of two statistical measures.

The rest of this paper is organized as follows. In Section II,
the framework and algorithm of PCA and RVM are intro-
duced in detail. Section III verifies the applicability of the
model through simulation experiments. Section IV summa-
rizes the study, and puts forward the future study direction.

II. METHODOLOGIES
The overall prediction framework in edge computing envi-
ronment is shown in the Fig 1. The edge computing node
can gather data from oceanic collectors, such as buoy, sur-
veying vessel, underwater vehicle and aircraft. Our seawater
quality prediction can be achieved in this edge. Functionally,
this framework consists of two key functional components,
namely the PCA analyzer and the RVM predictor. The former
lies in reasonably reducing the dimension of multivariate
ocean data, to obtain good clustering quality, while the latter
realize a good nonlinear approximation on this basis.

Firstly, various types of seawater quality data are col-
lected through sensor devices deployed in ocean. Gener-
ally speaking, multivariate time series often contain more
dynamic information of the seawater quality than the uni-
variate time series. Then this multivariate series is injected
into the PCA analyzer for data extraction, where redundant
information hidden in multiple variables can be eliminated by
linear transformation. Actually, this data preprocess can pro-
vide more excellent initialization input for predictor. Finally,
we consider the multi-input-single-output RVM predictor for
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FIGURE 1. Schematic diagram of PCA-RVM based seawater quality prediction in ocean edge computing scenario.

seawater quality modeling, where the input signal is a combi-
nation of all seawater quality factors, and themodel readout is
either pH or DO. In order to better understand our proposal,
we describe these characteristics of both PCA and RVM in
detail.

A. DIMENSION REDUCTION
PCA is a variable reduction routine, which is very useful for
processing a lot of relevant information in datasets. Principal
components are linear transformations of input variables,
and are sorted according to the standard of relevant infor-
mation represented by the variance. The maximum amount
of information in datasets is represented by the first com-
ponent and the remaining information is optimized by the
other ones under the restrictions of not related to other com-
ponents. Basically, reducing the number of variables is the
purpose of this method. The specific algorithm is described as
follows.

Firstly, m samples with n observed attributes are taken
into matrix Xm×n. The above matrix is normalized,
given by:

Ypq =

(
Xpq − Xq

)
sq

, p = 1, 2, . . . ,m; q = 1, 2, . . . , n (1)

where Y is expressed as a standardized sample matrix, Xq
and sq are the mean and standard deviation of the observed
attributes in column q, respectively.

Based on the standardized matrix, a correlation coefficient
matrix R is constructed as follows:

R =
[
rpq
]
n×n =

1
m− 1

(
Y TY

)
(2)

Then according to thematrixR, the eigenvalues λ1,λ2,. . . , λn
can be calculated and sorted from large to small, which is
λ1 > λ2 > . . . > λn. Next, we calculate principal component

contribution rate (CR), expressed as:

CRp =
λp
n∑

p=1
λp

(3)

The number of principal components to be determined at last
is determined by cumulative contribution rate (CCR), that is

CCR (j) =

j∑
p=1

λp

n∑
p=1

λp

≥ 95% (4)

Only these components representing information above 95%
in the total variable are retained.

Finally, for each λi(i = 1, 2, . . . , j), we try to solve the
system of equations Ra = λia to obtain the unit feature
vector ai. The j principal components are acquired as follows:

Upq = Y Tp ai, i = 1, 2, . . . j (5)

where Yp =
(
Yp1,Yp2, . . . ,Ypn

)T .
B. NONLINEAR APPROXIMATION
After PCA, a RVM approximator is used to predict the
water quality parameters. Consider a set of training samples
{xn, tn}Nn=1, where xn and tn denote the input vector and the
target vector, the regression model of RVM is defined as
follows: 

tn = y (xn;w)+ εn

y (xn;w) =
N∑
n=1

wnK (x, xn)+ w0
(6)

where w are weight vectors, εn is a Gaussian distribution
satisfying εn ∼ N

(
0, σ 2

)
, and K (x, xn) is a kernel function.

Here, the Gaussian radial basis function is used as the kernel
for the study of this subject, which is widely used because of
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its low complexity. The Gaussian likelihood distribution of
the target vector t can be estimated:

p
(
t|w, σ 2

)
=

(
2πσ 2

)−N/2
exp

{
−
‖t −8w‖2

2σ 2

}
(7)

where
t = (t1, t2, . . . , tN )T

w = (w0,w1, . . . ,wN )T

8 = (φ (x1) , φ (x2) , . . . , φ (xN ))
φ (xn) = [1,K (xn, x1) ,K (xn, x2) , . . . ,K (xn, xN )]T

To avoid model over-fitting problems, a Gaussian prior
probability is defined to constrain the weights w:

p (w|α) =
N∏
i=0

N
(
wi|0, α

−1
i

)
(8)

where α = (α0, α1, . . . , αN ) is the hyperparameter.
According to prior distribution, the posterior distribution

for sparse Bayesian learning can be written as:

p
(
w, α, σ 2

|t
)
= p

(
w|t, α, σ 2

)
p
(
α, σ 2
|t
)

(9)

The weight w posterior distribution is obtained by:

p
(
w|t, α, σ 2

)
=

p
(
t|w, σ 2

)
p (w|α)

p
(
t|α, σ 2

)
= N (w|µ,6) (10)

The posterior mean and covariance are described, given by:

µ = σ−268T t (11)

6 =
(
A+ σ−28T8

)−1
(12)

where A = diag (α).
An approximation is used for hyperparameter posteriors,

and its purpose is to find the most likely values of αbest
and σ 2

best . Hence, the search for the hyperparameter posterior
replaces the relevance vector ‘‘learning’’.

p
(
t|α, σ 2

)
=

∫
p
(
t|w, σ 2

)
p (w|α)dw

= N
(
t|0, σ 2I + φA−1φT

)
(13)

In the closed form, it is unable to obtain the value of α and σ 2

that maximize p
(
t|α, σ 2

)
. So the optimization of p

(
t|α, σ 2

)
is performed by iterative re-estimation.

p (t∗|t) =
∫
p
(
t∗|w, σ 2

best

)
p
(
w|t, αbest , σ 2

best

)
dw

= N
(
t∗|y∗, σ 2

∗

)
(14)

As can be seen from the computable Eq. (14), the model
function weighted by the posterior mean is the predicted
mean. The prediction variance includes two parts, namely the
estimated noise on the data and the uncertainty of the weights.
This means that our model can be used to make multivariate
seawater quality prediction.

TABLE 1. CRs and CCRs of principal components.

III. NUMERICAL SIMULATION
In the experiment, we consider the novel model combin-
ing PCA and RVM to predict seawater quality, which has
great significance for water pollution treatment. Do and pH
are important parameters of water quality, thus, this paper
focuses on the prediction and analysis of them. In this section,
the types and sources of experimental data are given firstly,
followed by the PCA analysis of different seawater quality
factors. Whereafter, RVM is used to make predictions with
multidimensional inputs and single output, and its perfor-
mance is compared with PCA-SVM, RVM and SVM. Spe-
cially by simulation verification, we determine that Gaussian
kernel is the optimal projecting mode for this considered
task. Finally, the performance of this model is further verified
based on statistical methods.

A. DATA AND EVALUATION CRITERION
The experimental data are collected in a certain sea area
in China by every half an hour for 20 consecutive days.
It includes 10 chemical factors, i.e., SAL, CON, DO, Chl-a,
TUR, BGA, TSS, DOS, TEM and pH. It is worth mentioning
that DO and pH are important parameters for water quality
assessment. Therefore in this paper, the effects of various
water quality factors are integrated to predict the pH and DO
through the proposed PCA-RVM model.

We take the PCA results of original seawater quality factors
as input parameters, and the DO and pH as output parameters
to configure PCA-RVM model. In this experiment, the first
800 data points are used as the training set, and the last
200 ones are used as the testing set. After 20 trials of sim-
ulation, we can make sure that kernel width d = 14 is the
optimal parameter for PCA-RVM model through the grid
search method. The prediction performance of the evaluated
models is evaluated bymean absolute error (MAE), rootmean
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TABLE 2. Load matrix of principal components.

FIGURE 2. Outputs of trained PCA-RVM, PCA-SVM, RVM and SVM in multivariate seawater quality prediction
problem.

square error (RMSE) and determination coefficient (CD),
expressed as follows.

MAE =
1
n

n∑
i=1

∣∣∣∧yi−yi∣∣∣ (15)

RMSE =

√√√√1
n

n∑
i=1

(
∧
yi−yi

)2
(16)

CD = 1−

n∑
i=1

(
yi −

∧
yi
)2

n∑
i=1
(yi − ȳ)2

=

n∑
i=1

(
∧
yi−ȳ

)2
n∑
i=1
(yi − ȳ)2

(17)
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TABLE 3. Performance of the evaluated models in seawater quality
prediction problem.

where n is the number of samples in the model test sets, ȳ =
1
n

n∑
i=1

yi,
∧
yi and yi are predicted and real value respectively.

B. PCA ANALYSIS
As we all know, the factors affecting water quality are exces-
sive and complex. PCA is used to analyze ocean water quality
parameters. In this method, the key principal components
affecting DO and pH are screened. Table 1 shows the results
of the contribution rate (CR) and cumulative contribution
rate (CCR) based on PCA respectively. Take the second
component as an example, the CR of it is 21.7972%, while the
value of CCR is 58.6246%. CCR is the sum of the CRs of the
first component and the second component, i.e., 36.8274%
and 21.7972%. Analogously, the CCR of the third component
is obtained by summing 36.8274%, 21.7972% and 20.5695%.
In our scenario, the primary components are selected when
the value of CCR exceeded 95%. Following this guidelines,
the first six components are identified as principal compo-
nents, which are used to replace the original variables.

In order to further reveal intrinsic characteristics of princi-
pal components, Table 2 shows the influence degree of seawa-
ter quality factors on each principal component by calculating
principal component load. Generally, the absolute value of
each number is used as an object of comparison. It can be
seen from Table 2 that in the first component, the absolute
value of the conductivity appears to be maximal among these
considered seawater quality factors, reflecting the preeminent
influence. Besides, other factors that have a greater impact
are TEM and TUR. Likewise, pH also shows the signifi-
cant influence degree in the second component, followed by
Chl-a, BGA and so on.

C. PREDICTION PERFORMANCE
Fig. 2 show the comparative curves of actual signal and
predicted outputs obtained by PCA-RVM and its competitors
for seawater quality factor prediction. As is intuitively seen
from this figure, PCA-RVM and PCA-SVM have relatively

FIGURE 3. Scatter plot of the observed versus the predicted values for
PCA-RVM, PCA-SVM, RVM and SVM in multivariate seawater quality
prediction problem.

better fitting effects for DO and pH than the other twomodels.
It indicates that PCA is greatly beneficial to enhance predic-
tion performance of single RVM and SVM.

Table 3 lists corresponding prediction capacities of all
evaluated models. It covers two aspects of quantifications,
including accuracy measures based on MAE and RMSE,
as well as computational cost embodied by training time.
It should be specially explained that training time refers to
time consumption of the PCA-based data dimension reduc-
tion and the RVM learning. From this table, we can see
that our PCA-RVM is slightly better than PCA-SVM in the
prediction tasks of DO and pH, whereas significantly outper-
forming RVM and SVM.Moreover, it is worth noting that the
prediction accuracy of PCA-RVM are orders of magnitude
higher than the ones of SVM and RVM. Besides, Table 3
also measures the training time for each model in this case
study. On the whole, PCA-RVM shows extremely computa-
tionally efficient compared to other models, mainly due to the
dimension reduction of multivariate series and sparser RVM
learning.

D. STATISTICAL VALIDATION
Here, we validate the prediction performance of the
PCA-RVM from the view of statistical validation,
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FIGURE 4. PDF comparisons between the actual signal and the predicted
outputs produced by PCA-RVM, PCA-SVM, RVM and SVM in multivariate
seawater quality prediction problem.

considering scatter plot and probability density function
(PDF). Scatter plot is an intuitive tool for visualizing data
distribution. In our task, it is used to roughly observe the
correlation between actual signal and predicted output. Scat-
ter plot can also identify outliers effectively based on the
density of point domain. PDF is another important reliability
measure, describing the probability variation of input samples
related to seawater quality factors. For an interval of the same
length, the probability of certain sample falls in this interval
is greater as its PDF gets larger.

Scatter plots of the predicted and observed values of DO
and pH are illustrated in Fig.3. Specially, the green line
y = x in this plot represents a perfect prediction, indicating
that there exists an exact match between the predicted and
observed values. It is obvious that the more predicted points
are concentrated along the datum line for PCA-RVM and
PCA-SVM compared to RVM and SVM. It can further be
quantified by the CD measure, as depicted in Table 4. As is
seen, the most highest CD can be yielded by PCA-RVM in
the pH prediction task, suggesting its most powerful non-
linear approximation. Nevertheless for DO, the CD value of
PCA-RVM is slightly worse better than the one of PCA-
SVM. It seems that the result is inconsistent with the finding
of the best-behaved PCA-RVM in Table 3. This may be
attributed to the presence of few significant outliers.

Fig. 4 shows the comparative PDF plots on the desired
signal and the predicted outputs for verifying the utility of

TABLE 4. CDs of the evaluated models in seawater quality prediction
problem.

the considered models in the seawater prediction problem.
As is seen from this figure, the probability density curve
of PCA-RVM is most consistent with the actual one, fol-
lowed by PCA-SVM and SVM. Doubtlessly, RVM is still a
worst-performing representative in this task.

Given these, these statistical visualizations again confirm
conclusions in Section III-C. That is to say, our PCA-RVM
is the best multivariate prediction model in seawater quality
assessment.

IV. CONCLUSION
In this paper, we develop a PCA-RVM based seawater qual-
ity prediction model. Different from univariate prediction,
our PCA-RVM can perform a multivariate prediction mode,
whose input consists with ten different types of ocean factors,
and readout is the group of two determination factors mea-
suring seawater quality. The PCA method aims at reasonably
reducing the dimension of multivariate ocean data, to obtain
good clustering quality, while the RVM can realize a good
nonlinear approximation on this basis. Numerical analyses
confirm that the proposed model has a higher prediction abil-
ity but lower time consumption than other implementation
approaches. For the future, it would be interesting to explor-
ing the influence ofmultiple PCAversions on the RVM-based
multivariate prediction.
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