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ABSTRACT With the development of cloud computing technology (CCT), the processing of network
traffic data becomes particularly important. However, the existing intrusion detection systems (IDS) are
not efficient enough in analyzing network traffic data for anomaly detection. Therefore, this paper proposes
a new data processing model for network anomaly detection. The model can simultaneously optimize the
number of features (NF), accuracy, recall, false alarm rate (FAR) and precision. In order to better solve the
model, an integrating dominance algorithm (MaOEA-ABC) with adaptive selection probability is proposed.
In model, firstly, MaOEA-ABC is used to obtain the optimal feature subset by optimizing the above five
objectives. Then, K-Nearest Neighbor (KNN) is used for network anomaly classification according to the
optimal feature subset. Finally, MaOEA-ABC is compared with the existing standard MaOEAs algorithm
(NSGA-III, EFR-RR, MaOEA-RD and PICEAg). The experimental results show that the approach can
reduce the number of features on the basis of ensuring accuracy and FAR, thereby reducing the cost of
detection.

INDEX TERMS Cloud computing, intrusion detection system, feature selection, many-objective
optimization, network anomaly detection.

I. INTRODUCTION
With the rapid development of science and technology,
computer information technology has been widely used in
various industries. In the last decade, cloud computing tech-
nology (CCT) has gradually developed and played an impor-
tant role in production and life [1]. CCT is developed by
integrating traditional computer technologies such as grid
computing [2], parallel computing [3], utility computing [4],
network storage [5] and virtualization with network technolo-
gies [6]. Compared with the traditional network, it is equiva-
lent to a large resource pool. People can obtain resources from
this resource pool of the network according to their needs.
However, with the widespread application of CCT, data has
become extremely huge and security issues have become
a huge challenge for cloud platforms [7], [8]. To respond
to these challenges, researchers have widely used intru-
sion detection systems (IDS) as defense strategies for cloud
security [9].
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IDS [10] collects key information in the computer
network system, such as the audit data of the operating sys-
tem, system logs and network data packets. IDS can ana-
lyze these network data in detail and provide strategies for
deploying security tools to ensure the integrity, confiden-
tiality, and reliability of computer systems [11]. At first,
Dorothy proposed an intrusion detection model [12], which
is the first IDS with expert system mechanism. Subsequently,
Gene and Mark proposed an intrusion detection (ID) archi-
tecture using multiple independent autonomous agents that
are flexible, scalable, fast recovery and programmatic self-
learning. It provided a significant reference for the sub-
sequent development of a distributed IDS. However, the
traditional IDS [13], [14] in the cloud environment is facing
problems such as massive data, high concurrent access and
software compatibility. The massive network data contains
many redundant features, which consumes a lot of comput-
ing resources and reduces the accuracy of detection [15].
Cyber attackers attack virtual machines through cloud system
vulnerabilities and deploy large-scale distributed denial of
service (DDoS) [16]–[18], which making cloud users unable
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to access cloud systems normally. In response to this prob-
lem, Chung et al. [19] proposed a distributed vulnerabil-
ity detection, measurement, and countermeasure selection
mechanism. It based on attack graph analysis models and
reconfigurable virtual network countermeasures. Aiming at
the massive and high-dimensional intrusion behavior in cloud
computing system [20], Deng et al. [21] proposed a dis-
tributed ID method based on hybrid gene expression pro-
gramming. However, cloud ID technology still has high false
alarm rate (FAR) and false negative rate (FNR) [22].

In cloud environment, IDS include misuse detec-
tion, anomaly detection, hypervisor introspection, virtual
machine introspection and their combination.
Chetouani [23] used a black-box recognition method of
non-linear autoregressive with exogenous input model for
fault detection. Saganowski et al. [24] proposed an anomaly
detection method based on matching tracking for ID. The
approach used the average projection of the reconstructed
network signal to determine whether the detected trace is
normal or abnormal. The main goal of anomaly detec-
tion is to effectively detect attack behavior. In order to
reduce the impact of attack behavior, it is equally impor-
tant to find the attack at the beginning. To this end,
Jabez andMuthukumar [25] used neighborhood outlier factor
to detect abnormal data. In addition, aiming to improve
the performance of IDS, the author also proposed a train-
ing model based on a distributed storage environment.
The result shows that this method is effective. However,
due to the huge number of intrusions and the increasing
diversity of intrusions, existing IDS use machine learning
and deep learning techniques [26] for anomaly detection.
Marir et al. [27] adopted a distributed method that combining
deep feature extraction and multi-layer integrated support
vector machines (SVM) to detect abnormal behavior in large-
scale networks. Compared with other ways, the performance
of this method is greatly improved. In order to improve the
performance of the classifier, Dey et al. [28] used a series
of feature selection methods to process the dataset. And
they used the random forest classifier to detect the exception
of the OpenFlow controller. Then, they combined a deep
neural network with a recursive unit-long short-term memory
network and adopted a recursive feature elimination selection
method to improve the performance of the classifier [29]. Fur-
thermore, Zhang et al. [30] improved LSTM neural network
structure and the spatiotemporal characteristics of streams
to perform ID. Experiments show that the model has better
accuracy.

The above research shows that anomaly detection tech-
nology is an important component of network informa-
tion security infrastructure. It can analyze network data in
detail and provide strategies for deploying security tools to
ensure the integrity, confidentiality and reliability of com-
puter systems. However, massive network traffic data con-
tains many irrelevant or redundant features, which not only
consume a large amount of computing resources, but also
reduce the accuracy of detection in cloud environment [31].

For this reason, an efficient feature selection (FS) algorithm
is of great significance for improving anomaly detection
techniques [32].

In recent years, swarm intelligence optimization algo-
rithms [33]–[35] have been widely used to deal with various
optimization problems, such as medicine [36], [37], wireless
sensor networks [38]–[40], image processing [41] and recom-
mendation systems [42], [43]. Therefore, many researchers
have also use intelligent algorithms for feature selection,
such as genetic algorithm [44], particle swarm optimiza-
tion [45], cuckoo search algorithm [46], [47]. For examples,
Eesa et al. [48] adopted cuttlefish optimization algorithm
to select features, which takes the number of selected fea-
ture (NF) and FAR as the optimization objectives. And the
selected features are judged by the decision tree classifier.
Jiang [49] used an improved multi-objective evolution algo-
rithm to select the optimal feature subset. The approach
compressed the feature space by optimizing the detection rate
and FAR. Maza and Touahria [50] used the error rate and the
NF as the objective for algorithm optimization and proposes
a FS algorithm based onmulti-objective evolution distributed.

After analysis, different scholars use diverse objectives
for FS, but basically they are NF, accuracy, precision, recall
and FAR. These objectives characterize the performance
of the FS methods from different perspectives. Therefore,
the overall consideration of the above five performance of
anomaly detection is very meaningful for constructing an
efficient anomaly detection strategy.

In intelligent algorithms, optimization problems with more
than three objective functions are called many-objective
optimization problems (MaOPs) [51], [52]. Therefore,
the problem of network data anomaly detection is
a MaOPs. However, few researchers do these studies.
For MaOPs, with the problem dimension increases, the
number of non-dominated solutions increases exponentially.
So, the number of non-dominated solutions exceeds the
size of the population and the performance of algorithm
decreased [38], [53]–[55]. In view of the above problems,
the contribution of this article as follows.

(1) We propose a many objective-based feature selection
model for anomaly detection, which can simultane-
ously optimize accuracy, recall, precision, false alarm
rate (FAR), and number of features (NF). And the
model will be solved by many-objective evolutionary
algorithm (MaOEA).

(2) In order to solve the MaOPs, proposed an integrating
dominance algorithm based on adaptive selection
probability for MaOPs. This algorithm is implemented
by external populations, which communicate with
external populations at any time during the evolution
process. Then, dynamic probability is used to adjust
the weight of each dominance relationship and BFE
method is used to update individuals to improve the
convergence and diversity of the algorithm.

(3) Aiming at the above model, the proposed algorithm
is combined with different classifiers. The model is
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FIGURE 1. The basic process of FS.

tested by using 12 kinds of combination methods to
obtain a more suitable method and improve the detec-
tion accuracy.

The rest of the paper is organized as follows. The domi-
nance method of MaOEA and basic anomaly detection fea-
ture selection techniques are given in Section 2. In Section 3,
we detail describe a hybrid model of network anomaly detec-
tion with many-objective based on feature dimensionality
reduction. The dynamic probability based coupling
dominance algorithm is presented in Section 4. Simulation
experiment is implemented in Section 5. Finally, the work is
summarized in Section 6.

II. THE RELATED MECHANISM
In this section, we introduce basic FS methods for anomaly
detection and individual dominance relationships for MaOPs.

A. FEATURE SELECTION METHOD
Currently, massive features of network traffic data become
the challenges of IDS. These features are usually redun-
dant and irrelevant. Each network connection record with
41 features are audited by IDS, which will generate
241 − 1 feature subsets. Such a large number of feature
subsets will affect the generalization ability and accuracy
of IDS. It can cause computational difficulties and high pro-
cessing overhead. Therefore, IDS need to preprocess this data
and removes irrelevant and redundant features. Then, select
some representative features from the original feature set,
so that reduce the dimension of the feature space and improve
the efficiency and performance of IDS. As shown in Fig.1,
FS generally goes through three processes of feature sub-
set generation, evaluation, and verification. Specifically, the
FS method is divided into filter and a wrapper [56], as shown
in Fig. 2.

In Figure 2 (left), the filter uses information-based metrics
to score each feature and select features with scores above the
threshold. Information metrics measure the information con-
tained in a feature to assess its importance. In general, infor-
mation metrics include mutual information (MI) [57], [58],
information entropy (IE) [59], and information gain (IG) [60].
In Figure 2 (right), the wrapper is inseparable from the
classifier that uses the performance of the classifier as an
objective function to evaluate the current feature subset. The
wrapper trains a new model for each feature subset, which
the computational cost is relatively large. But it can improve
the accuracy of classification and find the best-performing
feature set compared to the filter [61]. In the paper, k-Nearest
Neighbor (KNN) is adopted to attain the class performances.

FIGURE 2. Two methods of feature selection.

FIGURE 3. The encoding of feature set.

B. INDIVIDUAL DOMINANCE RELATION
In MaOEA, individual dominance relation in environment
selection has an important impact on the performance of
the algorithm. Here are three classic dominance relation-
ships: Pareto-dominance [44], RP-dominance [62] and θ -
dominance [63].

1) PARETO- DOMINANCE
For minimizing objective problems, a vector

−→
f (x) =

(f1(x), f2(x), . . . , fn(x)) is composed by m objectives compo-
nent fi(i = 1, . . . , n). Given two decisive variables xu, xv ∈ U
randomly:
• If xu dominates to xv only when ∀i ∈ {1, . . . , n} ,
fi(xu) < fi(xv), it is also called xu ≺ xv.

• If xu slightly dominates to xv only when ∀i ∈
{1, . . . , n}, fi(xu) ≤ fi(xv) and ∃j ∈ {1, . . . , n}, fj(xu) <
fj(xv) that is called xu weakly dominates xv.

• If xu and xv are equivalent, only when ∃i ∈

{1, . . . , n}, fi(xu) < fi(xv) and ∃j ∈ {1, . . . , n}, fj(xu) >
fj(xv),which is also called xu and xv do not dominate
each other.

The NSGA-II algorithm based on Pareto-dominance has
become a very popular MOEA in the past decade due
to its excellent robustness. But it also has certain limi-
tations. For example, non-dominated sorting itself has a
high time complexity. In addition, when processing MaOPs,
traditional non-dominated sorting reduces the ability of
the search process to lead the solution to the Pareto
Front (PF).
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FIGURE 4. The framework of the hybrid model of network anomaly detection with many objectives.

2) RP-DOMINANCE
Given a population P and a set of reference points R, each
individual in the population is assigned to the reference point
closest to R. For the two decision variables u and v, if the
following two conditions are satisfied: When u and v are
equivalent, RP(u) = RP(v), d1(u) < d1(v) or RP(u) =
RP(v), d1(u) < d1(v) and RPDensity(u) < RPDensity(v),
which called u RP-dominance v or u ≺RP v. Where d1(u) is
the d1 calculated from the reference point to which u belong.
RP(u) is the reference point to which u belongs.RPDensity(u)
means the number of solutions to the reference points to
which u belongs.
RP-dominance is a new dominance relationship, which

can replace the traditional dominance relationship to solve
MaOPs and provide a new solution. It can be seen as a
combination of Pareto-dominance and decomposition based
methods that emphasize convergence and diversity while
maintaining Pareto sorting.

3) θ -DOMINANCE
Assume there is a series of reference points A in the popu-
lation St and each solution is associated with the cluster set
by clustering operation. The objective function is described
as [64] Fi(x) = di,1(x) + θdi,2(x), i ∈ {1, 2, · · ·,N }, θ is a
predefined penalty parameter. So the θ -dominance is defined
as follows.

Given two solutions x, y ∈ St , x is said to θ -dominance y,
denoted by x ≺θ y, if x ∈ Ci, y ∈ Ci, and Fi(x) < Fi(y),
where i ∈ {1, 2, · · ·,N }.
θ -dominance is motivated by the strength and weak-

ness of two recently suggested many-objective optimizers
(MOEA/D [64] and NSGA-III [65], [66]). It enhances the
convergence of the NSGA-III by exploiting the fitness eval-
uation scheme, but still inherit the strength of the former in
diversity maintenance.

III. AN FEATURE SELECTION MODEL OF NETWORK
ANOMALY DETECTION WITH MANY-OBJECTIVES
A. THE PROPOSED HYBRID MODEL OF NETWORK
ANOMALY DETECTION
In this section, the proposed hybrid model is described in
detail, which is used for anomaly detection of network traffic
data in CC environment. The overall architectural diagram
is shown in Fig. 4, which includes six processing stages:
1) dataset collection, 2) data preprocessing, 3) feature selec-
tion using MaOEA-ABC, 4) data output, 5) data segmen-
tation, and 6) network anomaly detection using K- Nearest
Neighbor (KNN). They are described in detail below.

Data collection NSL-KDD is the first phase of the hybrid
model. There are several types of public datasets related
to network security: intrusion detection datasets, software
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TABLE 1. NSL-KDD dataset features.

defect data sets and software security vulnerability datasets.
This paper is mainly about anomaly detection of network
intrusion data. Common intrusion detection datasets include
KDD Cup 99, NSL-KDD and UNSW_NB15. In these
datasets, the NSL-KDD dataset is often used in the literature
to evaluate the performance of FS methods. This data set
solves some problems contained in the KDD Cup 99 data
set, such as a large number of redundant records. Although
NSL-KDD dataset also has some problems, such as high
complexity. However, it can still be used as an effective
benchmark dataset to compare different intrusion detection
methods. Therefore, this article uses the NSL-KDD data set
for experiments.

NSL-KDD is a simulation data of US Air Force LAN.
According to table 1, NSL-KDDcontains 41 features (32 con-
tinuous and 9 nominal) which are characterized in four
categories (TCP connection (basic features (1∼9), con-
tent features (10∼22)) and network traffic statistics (time
(23∼31) and host (32∼41))). In the second stage, the model
preprocesses the input data of MaOEA-ABC. After the
character-type features are converted into numerical fea-
tures, all the feature values are normalized and provided
to MaOEA-ABC. Then, in the feature selection phase,
MaOEA-ABC is particularly used to select important feature
sets, such as IP addresses and port numbers et al., from a
given input data set. MaOEA-ABC is a many-objective opti-
mization algorithm of dominance integrating that can help
find the best features from the available data set. Temporary
packets with relevant features are provided as output at this
stage. Next, data were randomly taken as the training set and
test set. In the previous stage, the hybrid model was trained
to detect anomalous activity in network traffic data, while in
the latter stage, it identified anomalous activity by comparing

historical data with current input data. Finally, during the
anomaly detection phase, a KNN classifier is used to classify
the anomalies in the traffic flow.

B. DATA PREPROCESSING
The data preprocessing of this model is divided into two
modules: character-type features are converted to numerical
and numerical normalization.

In the type conversion module, the protocol_type, service
and flag of NSL-KDD [67] are character features. proto-
col_type indicates the type of network protocol, including
TCP, UDP and ICMP. Servicemeans the network service type
of the target host, including 70 types such as aol, auth and bgp.
The flag indicates that the connection is normal or incorrect,
including OTH, REJ and other 9 states. They are converted
to numerical by one-hot encoding. Finally, protocol_type,
service and flag are mapped to [1, 3], [1, 70] and [1, 11].

The normalization process can be briefly described as
follows. Firstly, the average value and average absolute error
of each attribute are calculated by using Eq. (1) and Eq. (2).
Then, Eq. (3) then normalizes the metric for each data record.
Finally, Eq. (4) normalizes each value to [0, 1].

xk =
1
n

n∑
i=1

xik (1)

Sk =

√√√√1
n

n∑
i=1

(xik − xk )2 (2)

Zik =
xik − xk
Sk

(3)

x∗ =


x −min

max−min
, max 6= min

0, max = min

 (4)
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TABLE 2. Size of the training and test datasets.

where xk and Sk represent the mean and average absolute
error of the k − th feature, respectively. xik and Zik are the
k − th feature of the i − th data and after normalization.
max and min represent the maximum value and the minimum
value of the sample data. x∗ is the normalized data.

C. FEATURE SET ENCODING
The feature set is encoded in binary form in figure 3.
Each piece of network data consists of 41 feature attributes,
where ‘‘0’’ indicates that the feature is not selected and
‘‘1’’ indicates that the feature is selected [45]. Then, an initial
population is generated by this coding method. Population
is optimized by using MaOEA-ABC to obtain an optimal
feature subset.

D. DATA SEPARATION
The NSL-KDD data set is divided into labeled training data
and unlabeled test data. The test data and training data
have different probability distributions. The test data contains
some types of attacks that do not appear in the training data,
which makes intrusion detection more realistic. As shown
in table 2, we randomly select 8000 data from the training
dataset, and 4000 data from test dataset.

E. THE OBJECTIVE FUNCTIONS OF FEATURE SELECTION
This paper proposes a coupling dominance optimization algo-
rithm that simultaneously optimizes NF, accuracy, recall,
FAR and precision. Then, it can search for the optimal feature
subset by population iteration. For detailed algorithm descrip-
tion, refer to IV. Each record of NSL-KDD is classified as
normal or attacks (DOS, Probe, U2R and R2L) connections.
Table 3 shows the confusion matrix of FS. The detection
instances are divided into four cases: True Positive (TP), False
Positive (FP), True Negative (TN) and False Negative (FN).
Under the KNN classifier, five optimization objectives as
follows.

NF = the number of feature subsets selected (5)

accuarcyIDS =
TP+ TN

TP+ TN + FN + FP
(6)

recallIDS =
TP

TP+ FN
(7)

FARIDS =
FP

FP+ TN
(8)

precisionIDS =
TP

TP+ FP
(9)

TABLE 3. Confusion matrix of the FS.

In the above equations, a smaller NF value indicates that
irrelevant and redundant features are removed to a greater
extent, and the detection speed and accuracy are improved.
The higher the precision, the better the quality of detection
for ID. In practical application, data predicted as attack need
to allocate certain resources. Therefore, the smaller the FAR,
the less resources will be wasted.

IV. THE PROPOSED INTEGRATING DOMINANCE
ALGORITHM
In this section, MaOEA-ABC, an integrating approach based
on Pareto-dominance, RP-dominance and θ -dominance,
is proposed to solve above hybrid model. The general frame-
work of the MaOEA-ABC is given in Algorithm1. Then,
several important operations involved in the algorithm frame-
work are described in detail, including environmental selec-
tion and update operation.

Since the environmental selection operator determines
the search direction of population in the evolution process,
which largely determines the convergence and diversity of
MaOEAs. The purpose of environment selection is to select
new populations from the parents and offspring. This article
analyzes the characteristics of three individual domination
methods in Section II: Pareto-dominance, RP-dominance and
θ -dominance. Then, integrate them to achieve better effi-
ciency. Meanwhile, during the running of the algorithm,
the higher selection probability of the dominance approach,
the better solutions are obtained and it will be executed
in the next generation with greater probability. In order to be
fair, the initial probability of the three domination methods
is set to 1/3. Then, the selection probabilities of different
domination methods will be adaptively adjusted according to
the pros and cons of their solutions.

In additional, maintaining the diversity of the distribution
of solution sets can better avoid the problem of prema-
ture local optimal value in the many-objective optimization
algorithm. In order to maintain good convergence and diver-
sity of solution set, a diversity preserving strategy of Bal-
anceable Fitness Estimation (BFE) method is adopted. The
BFE method takes into account the two influencing factors
of convergence distance and diversity distance, and is an
effective evaluation index to balance each convergence ability
and diversity.

Assuming that a population P = {p1, p2, . . . , pN } contains
N individuals. The BFE calculation formula is as follows:

BFE(pi,P) = α∗Cd(pi,P)+ β∗Cv(pi,P) (10)

where Cd(pi,P) represents the normalized diversity of
pi,Cv(pi,P) represents the normalized convergence distance
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of pi; α and β are two weight factors represent the diver-
sity and convergence distance respectively. By changing the
parameters of α and β, the influence degree of individual
diversity and convergence distance can be adjusted to achieve
dynamic balance.

As mentioned before, the MaOEA-ABC combines three
basic individual dominance relationships to solve MaOPs.
It can save some of the best solutions during the search
process by constructing an external archive. First, deter-
mine which one dominance method is chosen to evolu-
tionary population through selection probability. Then, the
archive update operator is used to update the external archive.
Every 10 generations, the sequential probability adaptive
adjustment is performed. Among, a and b are the upward
and downward adjustments, respectively. Detailed algorithm
framework such as Algorithm 1.

V. SIMULATION STUDY
In this section, we first test the performance of the improved
algorithm MaOEA-ABC on the benchmark problems to
prove the effectiveness of the proposed algorithm. Secondly,
in the background of the IDS, the effect of the MaOEA-ABC
based on coordinated dominance is validated to process the
proposed network anomaly detection model. In addition,
SVM and NB are used for comparative experiments to verify
that KNN classifier can improve the performance of the
model.

A. PERFORMANCE TEST OF MAOEA-ABC
In this study, two famous benchmark functions, DTLZ
(DTLZ1-DTLZ7) and WFG (WFG1-WFG9), are adopted to
test the effectiveness of MaOEA-ABC. Both the DTLZ and
WFG benchmark problems contain a variety of characteris-
tics, which show varying degrees of problem complexity and
can be used to test the performance of MaOEAs. Among
them, DTLZ can test the properties of the algorithm, includ-
ing multi-mode, hybrid and convex. WFG can test the con-
nectivity, preference and discontinuity of the algorithm. The
objective number of these functions from 3 to 15, including
3,5,8,10,15. For the DTLZ1 [68], its objective functions fi ∈
[0, 0.5], rather than other test functions (DTLZ2-DTLZ7)
fi ∈ [0, 1]. For the WFG [69], the true PF of WFG2 is convex
and disconnected, but WFG3 and WFG4-WFG9 are linear
and concave, respectively.

Inverse generation distance (IGD) [70], is an evaluation
index proposed based on Wilcoxon test and Friedman test.
It has been widely used in the distribution and convergence
effects of comprehensive evaluation algorithms on bench-
mark problems. To measure the performance of MaOEA-
ABC, IGD is used to consider both convergence and diversity
of non-dominated individuals [71] as indicator. IGD is given
as follows.

IGD =

√
n∑

k=1
d2k

PF∗
(11)

Algorithm 1 MaOEA-ABC Algorithm Framework
Input: population size (N ), the number of objective(M )

maximum number of iterations (T ), Initial selection
probability(pro1, pro2, pro3), Step length (a, b)

while t < T do
Initialize the Population P = {p1, p2, · · ·, pN },
initialize the Archive (External population);
Calculate the mean of BFE (Mean) with P according
to Eq. (10);
Off = Tournament Selection (P);
If mod(t,10) == 0

A = EnvironmentalSelection_1(P, Off);
B = EnvironmentalSelection_2(P, Off);
C = EnvironmentalSelection_3(P, Off);
Calculate the number of more than Mean in A,
B and C, called to Na, Nb and Nc;
If (Na > Nb) && (Na > Nc)
pro1 = pro1 + a; pro2 = pro2 − b;
pro3 = pro3 − b;
Else If (Nb > Na) && (Nb > Nc)
pro1 = pro1 − b; pro2 = pro2 + a;
pro3 = pro3 − b;
Else
pro1 = pro1 − b; pro2 = pro2 − b;
pro3 = pro3 + a;
End If

Else
Q = rand;
If Q <= pro1
Population = EnvironmentalSelection_1(P, Off);

Else If Q > pro1 && Q < (pro1+ pro2)
Population = EnvironmentalSelection_2(P, Off);

Else If Q > (pro1+ pro2) && Q < pro3
Population = EnvironmentalSelection_3(P, Off);
Archive = Update Archive(Archive, P);
End If

End If
End While
Output: Archive

where, n is the number of solutions in the true PF∗ and
di represents the Euclidean distance from the solution k of
PF∗ to the closest solution of the approximated PF. And the
smaller of IGD means the better performance.

To test the performance effects of the proposed algo-
rithms and the effectiveness of constructing the dominant
policy pool, MaOEA-ABC was compared with a variety
of algorithms with high performance effects, including
NSGA-III [65], MaOEA-RD [72] EFR-RR [73] and
PICEAg [74], and all the key parameters were set according
to their original literature for convincing results.

For more details about these algorithms, please refer to
the related literature. In table 4, the population size setting is
given. Table 5 describes the parameter settings of 4 different
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TABLE 4. The population size setting.

TABLE 5. Parameter settings of 4 different algorithms.

algorithms. And pc denotes the cross probability; D is the
number of variables; k is Number of nearest weight vectors.
Table 6 and Table 7 respectively shows the comparison results

of MaOEA-ABC and the remaining four existing MaOEAs
on DTLZ and WFG. Meanwhile, all algorithm run indepen-
dently 20 times. Among them, the ‘‘+’’, ‘‘−’’, and ‘‘=’’
respectively mean that the number of compared algorithm
is better, worse and similar than the optimized result of
MaOEA-ABC.

From the results of Table 4, MaOEA-ABC exceeds
NSGA-III andMaOEA-RD on 20 problems, while NSGA-III
and MaOEA-RD achieve better solutions than MaOEA-ABC
on 7 problems. For the rest of 8 problems, both of them obtain
similar performance. Compared to EFR-RR and PICEAg, our
approach is better on 14 problems, but EFR-RR achieves bet-
ter results on 10 problems. For the rest of 11 problems, both
of them obtain similar performance. But PICEAg obtains
better results on 13 problems. For DTLZ5, MaOEA-ABC is
better than the other five algorithms. MaOEA-RD achieves
poor convergence and diversity on DTLZ2. For DTLZ3 and
DTLZ6,MaOEA-ABC is second only to PIEAg. It is difficult
for other algorithms to obtain solutions with good conver-
gence and distribution. For DTLZ1, DTLZ4 and DTLZ7,
MaOEA-ABC is better than other algorithms, NSGA-III,

TABLE 6. IGD of different algorithms on the DTLZ.
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TABLE 7. IGD of different algorithms on the WFG.

EFR-RR and MaOEA-RD achieve similar performance.
According to the above results, our approach has better per-
formance than other four algorithms on the DTLZ benchmark
test.

In Table 5, MaOEA-ABC exceeds NSGA-III on 23 prob-
lems, while NSGA-III achieves better solutions than
MaOEA-ABC on 18 problems. For the rest of 4 problems,
both of them obtain similar performance. Compared to
MaOEA-RD and PICEAg, our approach is better on 37 prob-
lems, but EFR-RR achieves better results on 4 problems.
For the rest of 4 problems, both of them obtain similar

performance. But PICEAg obtains better results on 6 prob-
lems. For WFG1, PICEAg is better than the other five algo-
rithms. NSGA-III and EFR-RR achieve more convergence
and diversity on DTLZ2, while MaOEA-ABC has better
with 10 and 15 objectives. For WFG4-WFG8, NSGA-III
achieves better performance with 3, 5 and 8 objectives,
MaOEA-ABC is on 10 and 15 objectives. MaOEA-ABC is
better than the other four algorithms on WFG3 and WFG9.
From the above results, it can be found that the proposed
MaOEA-ABC has better performance on the WFG bench-
mark set.
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TABLE 8. The performance metrics of the different algorithm on SVM.

TABLE 9. The performance metrics of the different algorithm on KNN.

B. THE PERFORMANCE OF MAOEA-ABC ON MODEL
In this section, the proposed model is tested by differ-
ent algorithms on diversity classifiers (KNN, SVM, NB).
Meanwhile, the parameters of optimization algorithm are
similar to section V.

In section III, precision and recall are contradictory metrics
to a certain extent. In order to balance the precision and
comprehensiveness of the model, F-measure is used as the
evaluation indicators as Eq. (12). Therefore, in order to better
evaluate the performance of the model, this paper uses the
following evaluation indicators to analyze the results.

accuarcyIDS =
TP+ TN

TP+ TN + FN + FP

FARIDS =
FP

FP+ TN
NF = the number of feature subsets selected

F − measure =
2 · recallIDS · precisionIDS
recallIDS + precisionIDS

(12)

In order to compare the effects of different classifiers on the
model, finding a more suitable solution. Under differen clas-
sifiers, the proposed MaOEA-ABC and existing MaOEAs
(including NSGA-III, EFR-RR, MaOEA-RD, and PICEAg)
are used to solve the feature selection model for anomaly
detection.

The SVM maps the data from the original sample space
to the high-dimensional space through a non-linear map-
ping kernel function. Then construct an optimal classification
hyperplane to distinguish the two types of samples, so that the
distance between the two types of samples on the hyperplane
is the largest. Since SVM adopts the principle of structure risk
minimization, its generalization ability is strong. At the same
time, it can solve the problem of insufficient data and non-
linear regression. Therefore, we use it as one of the contrast
classifiers.

The classification principle of NB is to calculate the pos-
terior probability by using the prior probability of an object.
That is, select the class with the maximum posterior proba-
bility as the class to which the object belongs. For large-scale
data training, the process of NB is simple and the speed of
training is fast. Therefore, we also use it as one of the contrast
classifiers.

Table 8 shows the performance indicators of different
algorithms on SVM. For the mean, our algorithm performs
better on accuracy, NF and F-measure than other algorithms.
For the best, EFR-RR algorithm has better performance on
F-measure and accuracy.MaOEA-ABC is slightly worse than
EFR-RR, but better than the other three algorithms. For the
worse, our algorithm outperforms the other four algorithms
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TABLE 10. The performance metrics of the different algorithm on NB.

FIGURE 5. The performance metrics value of different algorithms on KNN.

on NF and F-measure. Table 9 and table 10 respectively
compare the performance indicators of different algorithms
on KNN and NB. For the mean and the worst, our algorithm
performs better than other algorithms. In the best, the five
algorithms are not different.

Generally speaking,MaOEA-ABC has the best mean value
in accuracy and NF when solving the proposed model in
different classifiers. In additional, it is also surpass most
algorithms both F-measure and FAR. Among them, the per-
formance metrics is the best with KNN classifier and

NB is the worst. At the same time, by comparing the extreme
values (maximum value and minimum value) of the five
algorithms on the four evaluation indexes, it can be seen that
MaOEA-ABC has good convergence.

The results above show that KNN classifier has the best
performance for the proposed model. In order to express
the experimental results more intuitively, Fig.5 shows that
box diagrams of all the solutions obtained through MaOEAs
optimization. In Fig. 5, there are four black lines and one
red line in each box respectively representing the maximum
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value, the first quartile value, the last quartile value, the min-
imum value and the median value of the data in this box.
In additional, the circle in the figure represents the discrete
individual.

In Fig (a), the NF of MaOEA-ABC algorithm is mini-
mum, which means the removal of redundancy is greatest.
PICEAg is similar to MaOEA-ABC, but more discrete. How-
ever, the NF of MaOEA-RD algorithm was between 16 and
20, with little overall difference. The redundancy removal
effective of NSGA-III is not very good, and the maximum
number of features reaches 30. Fig (b) reflects the distri-
bution of FAR, MaOEA-RD and NSGA-III are relatively
dispersed, indicating their poor stability. However, the other
three algorithms perform better. In Fig (c), the F-measure
of MaOEA-RD, PICEAg and MaOEA-ABC are all up to
99% overall, while the other two algorithms are between 96%
and 99%. Finally, the accuracy dispersion of NSGA-III and
EFR-RR is large, and the performance of other algorithms is
similar.

Although the extreme values in the results of the
MaOEA-ABC optimized model may be discrete individuals,
the overall performance of the algorithm have a great effect
in the four performance indicators. Due to each solution
represents a set of coefficients and also represents a feature
set of selected, the decision maker can select the appropriate
subset of features for anomaly detection according to its
own conditions. The above figure verifies that MaOEA-ABC
based anomaly detection model has good performance in four
indicators.

VI. CONCLUSION AND FUTURE WORK
This paper presents a many-objective hybrid anomaly detec-
tion model based on feature reduction. This model is opti-
mized for NF, accuracy, precision, recall and FAR through
three modules: data preprocessing, FS and anomaly detec-
tion. In order to better solve this model, we propose an inte-
grated domination optimization algorithm (MaOEA-ABC)
based on adaptive probability. It contains two key strate-
gies, one is the integration strategy, which can choose
the outstanding individuals with convergence and diversity
in evolving. The other is an adaptive selection probabil-
ity strategy, which can update the selection probability of
each domination method according to the individual’s pros
and cons in the current environment to improve the algo-
rithm’s ability to search for the optimal solution. The pro-
posed MaOEA-ABC optimization test results have good
results on the five optimization goals. By comparing exper-
iments with four existing MaOEAs, the results show that
MaOEA-ABC not only has a good effect on the bench-
marking problem, but also can detect more accuracy on the
basis of selecting fewer features. In summary, the models
and algorithms proposed have better performance for IDS.
Since the classifier contains many parameters, it will affect
the detection performance. In future work, we will work
on improving the classifier to improve the efficiency of
IDS detection.
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