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ABSTRACT An automatic design system for the voltage reference circuit is presented in this paper.
The circuit coding method based on tracking coding is improved and the instruction set is expanded,
thus the circuit structure with MOS transistors can be automatically generated. The differential evolution
method is used to optimize the reference circuit. To improve the convergence speed and optimization effect,
a new constrained solution and a fast non-dominated differential evolution algorithm based on weights are
proposed. At the same time, HashMap is used as the cache to reduce the optimization time. Based on the
proposed automatic structure generation and parameter optimization, two CMOS voltage reference circuits
are automatically implemented in a 0.18 µm standard CMOS process. Simulation results show that the line
sensitivity, temperature coefficient, power and chip area are improved by 85.7%, 50%,92.7% and 59.5%,
respectively, compared with the artificial solution.

INDEX TERMS Automatic design for analog integrated circuits, CMOS voltage reference, differential
evolution, trail coding, Pareto comparison.

I. INTRODUCTION
Analog circuits play an indispensable role in electronic sys-
tem design because the world is analog in essence. Actually
even digital design need analog modules so as to connect with
the outside circuits. Circuit design, especially for the difficult
analog integrated circuit (IC) design such as voltage reference
circuit with complex structures and parameters evolution,
should consider many factors such as power consumption,
bandwidth, stability and manufacturing area at the same time.
The circuit designer find the optimal performance by precise
calculation and parameters adjustment, which consumes time
and efforts and the automatic design would help the designer
to find the optimum point easily. Thus the automatic design
for analog IC is needed.

Differ from the mature electronic design automatiza-
tion (EDA) technology in the digital IC, there are only a few
reported work on the parameters optimization in some analog
IC such as bandgap voltage reference, error amplifier and
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traditional LDO [3]–[8]. Besides, the traditional circuit simu-
lation software, such as Analog Design Environment (ADE)
GXL provided by Cadence [1] and WiCkeD provided by
MunEDA [2], also have the function of circuit parameter opti-
mization. Moreover, no automatic structure designs for the
analog IC are proposed so far. Besides, problems do exist in
these approaches, such as: (1) The performances constraint of
analog circuits are complex and difficult to solve. Neglecting
the constraint causes slow optimization speed, over-fitting or
under-fitting, and even the failure of practical optimization
[3], [4]; (2) The same weight is given to each performance
index, resulting in over or under optimization [4], [7]; (3) The
chip area has not yet been considered [4]–[6], [8].

In this paper, the reference circuit is optimized from two
aspects: circuit structure and circuit parameters. In terms of
circuit structure, the circuit coding method is improved and
its instruction set is expanded, so that the circuit structure
with MOS transistors can be automatically generated by
tracking coding. For the optimization of circuit parameters,
in which the constraints are simplified by OOR function,
and a fast non-dominated sorting algorithm based on weight
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FIGURE 1. The CMOS voltage reference circuit without special devices
in [9].

ranking is proposed. Furthermore, parallel computing is used
in the optimization system to add caching and compres-
sion information, which reduces the time-consuming of the
optimization algorithm.

The organizational structure of this paper is as follows.
Firstly, the automatic design system and the optimization
algorithm are described in the section II and section III.
Then, we discuss the simulation results in Section IV. Finally,
the conclusion is given in the section V.

II. PROPOSED AUTOMATIC DESIGN SYSTEM
A. OPERATING SCHEME
The circuit of a CMOS voltage reference is illustrated in Fig.1
[9]. It consists of a start-up circuit, a current source that
generates a current I almost independent of supply voltage,
and an output circuit that generates the reference voltage.
Due to the multiple loops, voltage reference needs a start-
up circuit (formed by MS1 MS4) to settle at the proper
operating point and ensure that the stable state can always
be achieved. A differential-input amplifier is used to keep
M1 and M2 with a same gate voltage and improve the per-
formance of power supply rejection ratio (PSRR) and line
sensitivity (LS). Eq. (1) and Eq. (2) show the expressions of
the bias current and the reference voltage.
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where K is the W/L ratio of the transistor, µ is the carrier
mobility, Cox is the gate oxide capacitance per unit area, η is
the sub-threshold slope factor, VT (= kBT/q) is the thermal
voltage, kB is the Boltzmann constant, T is the absolute
temperature, and q is the electron charge. VTH and VGS are
the threshold and gate-source voltage of the MOS transistor,
respectively. κ is the temperature coefficient (TC) of VTH .
Setting ∂VREF/∂T = 0, an output reference voltage inde-
pendent of temperature can be obtained without the use of

FIGURE 2. The work-flow chart.

resistors and any other special devices such as thick gate
oxides MOS transistors with higher threshold voltage in the
case of:
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From the above expressions, it is difficult to design the
optimal parameters by artificial work and get the best perfor-
mances of TC, LS and PSRRwith power and time constrains,
because of the complex expressions to be calculated, the lots
of variables and the many trade-offs that appear intrinsically.
Not to mention the irregular circuit structure. In this paper,
an automatic design system is proposed to not only optimize
the parameter but also design the new structure of the voltage
reference circuit based on the different evolutionary algo-
rithm. The evolutionary system is divided into two parts: cir-
cuit structures generation and parameter optimization. Circuit
structures generation is used to create lots of new circuit struc-
tures, of which meet the performance target set are selected
to enter into parameter optimization [11]. The selected circuit
structure is fixed during the parameter optimization.

The work-flow chart is shown in Fig. 2. Firstly, the circuit
is coded and simplified, then the circuit structure is generated
and stored in the cache. Finally, the circuit parameters are
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FIGURE 3. The examples of circuit encoding.

optimized and the optimized structure is stored in the op-
cache to get the final circuit results. It is worth mentioning
that if the circuit has been optimized, whether it is available
or not, the system will skip this step and go back to generate
a new circuit structure.

B. CIRCUIT CODING
1) DEVICE CODING
The critical problem is to encode the four-ports device, MOS
transistor. In this paper, combined with trail encoding, new
definition and model are brought out.

The unified model for a four-ports device [12] has one
input terminal and three output terminals. In order to simplify
the evolutionary model, the four-ports device is converted to
two ports by fixing two of the ports randomly. When a four
ports device such as MOS transistor is added to the existing
circuit, the input and output terminals are randomly selected,
and the fixed points and the respective connections are also
randomly implemented. By these means the four-ports device
is encoded by the trail encoding.

2) CODING INSTRUCTION
The instruction set for the two-ports and three-ports devices
specified by the original trail encoding is incapable of sat-
isfying some instructions of the MOS transistor, such as the
connecting to a bias current or power supply. Thus the origi-
nal instruction set should be expanded by adding cast-to-VSS
(CTVSS), cast-to-VDD (CTVDD), cast-to-bias (CTB) and
cast-to-self (CTS). At this point, nine instructions of MTN,
CTP, CTG, CTI, CTO, CTVSS, CTVDD, CTB and CTS are
implemented, where MTN represents adding a new device
and creating a new node, CTP means adding a new device
and connecting the output terminal of this device with the
previous node, as shown in Table.1.

The examples of circuit encoding are shown in Fig. 3.
By the proposed device model and coding instructions,

TABLE 1. The coding of a four-ports device.

FIGURE 4. The initial model of circuit.

the MOS transistors are efficiently coded and the circuit
coding is further obtained.

C. CIRCUIT SIMPLIFICATION
The CMOS reference voltage with temperature compensation
can be fundamentally generated by the linear superposition
of threshold voltage and thermal voltage, which is imple-
mented by a current source I and a diode-connected
MOSFET working in saturation region or the output cir-
cuit working in subthreshold region as shown in Fig 1.
And the bias current I should satisfy the following
expression [9]:

I = αµCoxV 2
T . (5)

where α is a coefficient. How to get a current with the same
form as Eq. (5) is the major challenge for the CMOS voltage
reference design. The current mirror, the start-up circuit,
the output circuit and the amplifier all play a relatively con-
stant role [13], which can be regarded as the public modules
of the voltage reference. Keeping these public modules fixed
in advance and externally exposing their interfaces would
significantly reduce the search space of the evolutionary
algorithm. With this strategy, the initial circuit model to be
evolved as illustrated in Fig. 4.

It should be noted that since the initial circuit changes,
the instruction set further increases, including four CTx
which means adding a new device and connecting the
output terminal of this device with the current mirror,
the start-up circuit, the output circuit and the amplifier,
respectively.
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FIGURE 5. The optimization processes of TC and LS.

FIGURE 6. Key-value pairs of HashMap in cache.

D. STRUCTURE SCREENING
The optimization algorithm can not guarantee efficiently
searching the structure and parameters at the same time,
because of the different preferences caused by the different
genetic operators. In general, the efficient optimization of
one part leads to inefficiency of the other part. To ensure
the optimization efficiency of both parts, the ‘first-screening,
post-tuning’ is proposed to separate these two parts.

‘First-screening’ refers to the preliminary screening of the
circuit structures. In the preprocessing stage, the evolutionary
algorithm focuses on finding the circuit structure that satisfies
the certain constraints and weakens the optimization of the
transistor parameters. Themoderately loose screening criteria
gets the suitable circuits in a short time. ‘Post-tuning’ stands
for the parameters optimization of the selected circuit indi-
viduals. In the tuning stage, the structure is fixed, and only
the transistor parameters are used as optimization variables
by the improved differential evolution algorithm.

At the screening stage, the optimization processes of LS
and TC are shown in the Fig. 5. Both the optimized LS and
TC are in a relatively loose range.

E. HashMap
It is necessary to calculate the fitness value of each individ-
ual both in the structure and parameter evolutionary algo-
rithm, and the fitness value must be simulated by SPICE

FIGURE 7. Time comparison.

simulator. However, one simulation takes about 0.5s and the
same individual in different generation uses multiple times,
which wastes the time. In this paper, HashMap is proposed
as the cache, in which the time complexity of both adding
and searching element [15] are O(1). As shown in Fig. 6,
the key-value pairs of HashMap store circuit information
and fitness values, respectively. When an individual needs
to calculate the fitness value, it firstly searches in the cache.
If the individual simulated before, it gets its fitness value in
the cache directly instead of simulating again. For Op-cache,
HashMap is used to detect whether the circuit structure has
been optimized. If it has been optimized, the circuit structure
will not be optimized repeatedly to save time.

Fig. 7 shows the time comparison in the optimization
process. One generation consumes an average of 1.69s with
cache while consumes about 4.49s without cache. The evolu-
tionary process can save about 62.3% time by the HashMap.

III. OPTIMIZATION ALGORITHM
Taking the above measurements, the automatic design system
is built and has the ability to generate the circuit structure
and optimize the circuit parameter. The differential evolution
algorithm is used as the optimization algorithm and the flow
chart is shown in Fig. 8, which is divided into three parts.
1) Initialize the population, generate circuit parameters

randomly and then simplify the circuit constraints
through OOR function.

2) Sort the generated circuits by using the improved
fast non-dominated sorting algorithm based on weight
ranking.

3) Use the improved differential evolution algorithm to
optimize circuit parameters by selecting operation,
crossover operation and mutation operation.

It is worth mentioning that the NSGA-II algorithm is
used in the circuit structure optimization and the specific
flow is the same as parameter optimization. OOR function
and weight-based fast non-dominated sorting algorithm are
also used.

A. CONSTRAINT SIMPLIFICATION
The traditional optimization algorithm for the analog circuit,
which is a multi-objective optimization, is low-efficiency due
to the performance compromise. For example, it should get
the best performances of TC, LS and PSRR with power and
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FIGURE 8. The flow chart of proposed differential evolution optimization.

time constrains for the voltage reference circuit. An multi-
objective optimization is composed of multiple objective
functions, related equations and inequality constraints. It can
be mathematically described by:

min {f1(x), . . . , fm(x)}, x = {x0,n, x1,n, x2,n, . . . , xM ,n}T

s.t. gi(x) ≥ 0

hi(x) = 0 (6)

where fi(x), {i = 1, 2, 3, . . . ,m} are the objective functions,
gi(x) and hi(x) are inequality and equality constraint func-
tions, respectively. X = {x|x ∈ Rn, gi(x) ≥ 0, hj(x) =
0, i = 1, 2, . . . , p, j = 1, 2, . . . , q} are called the feasible
region of the above formula. The inequality constraints can
be modelled by OOR(out-of-range) function and denoted as
ui(x) [17]–[19]. Solving constraints takes precedence over
solution optimization and OOR function is improved to solve
constraints in proposed optimization algorithm. The OOR
functions only return positive values and are proportional to
constraint violations. Thus Eq.(6) is rewritten as:

min {f1(x), . . . , fm(x)}

s.t. ui(x) = 0 (7)

It is the feasible solution if x satisfies the constraints.
For the infeasible solutions, the constraint violation value

FIGURE 9. OOR function ui (x) corresponding to equality constraint hi (x)
and inequality constraint gi (x).

quantitatively describes the degree violating the constraints.
It is easy to convert gi(x), hi(x) to ui(x) by ramp function.
However, considering the actual circuit situation, logical
regression is used instead of ramp function, which com-
presses the constraint range to (0, 1), and then multiplies
ui(x) by penalty value Npunish to calculate the true constraint
violation degree. Although the value ofNpunish does not affect
the results, it is not recommended to be too small.

ui(x) =

0 if gi(x) ≥ 0
1− egi(x)

1+ egi(x)
otherwise

(8)

ui(x) =

0 if |hi(x)| ≤ εh
1− e−|hi(x)|+εh

1+ e−|hi(x)|+εh
otherwise

(9)

In Eq.(9) εh is a small but not very small number. It is
necessary to search for εh in small gaps near equal constraints.
Compared with the fixed penalty value, OOR function guides
the solution set from infeasible to feasible solution better.

B. MULTI-OBJECTIVE OPTIMIZATION
For the voltage reference circuit, when the output voltage is
within a certain value, the smaller TC, LS and current mean
better performances. The fitness value is a combination of
such indicators. The SPICE simulator is used to obtain the
fitness and circuit optimization focuses on comprehensive
performance. There are two issues: (1) The solution must
firstly ensure that the circuit can work normally; (2) Different
weights should be given to each optimization index to avoid
the over-fitting or under-fitting.

The proposed algorithm calculates the fitness f (xgi,n) based
on Pareto optimum domain [23] and adds fast non-dominated
sorting based on weight ranking to achieve multi-objective
optimization. In the solution space, m individuals are
randomly generated, each of which is uniform and n-
dimensional. The solution should not only converge to the
approximate Pareto optimum domain, but also be uniformly
and sparsely distributed in the Pareto optimum domain. For
the m objective components fi(x) and two decision variables
xa,n and xb,n, fi(xa,n) is better than fi(xb,n) in the following
conditions [22]:

1) fi(xa,n) is feasible while fi(xb,n) is infeasible;
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Algorithm 1 Select Solution
Require: Individuals in a population x
Ensure: Lwin(x),Lloss(x)
1: Nconst (x), f (x)← 0
2: Lwin,Lloss = [ ]
3: for xa,n in x do
4: for OOR constraint i in xa,n do
5: if ui(xa,n) > 0 then
6: Nconst (xa,n)++
7: f (xa,n)− = Nc + ui(xa,n)× Nweight [i]× Npunish
8: end if
9: end for

10: if Nconst (xa,n) > 0 then
11: Lloss.append(xa,n)
12: else
13: Lwin.append(xa,n)
14: end if
15: end for
16: Sort_reverse(Lloss(x)) by f (x)
17: return Lwin(x),Lloss(x)

2) Both fi(xa.n) and fi(xb,n) are not feasible, but ui(xa.n) <
ui(xb.n);

3) Both fi(xa.n) and fi(xb.n) are feasible, but {∀i ∈
{1, 2, . . . , n}, fi(xa.n) ≥ fi(xb.n)} ∧ {∃j ∈ {1, 2, . . . , n},
fj(xa.n) ≥ fj(xb.n)}.

The proposed algorithm changes the selection method of the
feasible solution, and incorporate the calculation of fitness
value and OOR function, which are discussed in details as
follows.

1) SELECT SOLUTION
First of all, OOR function ui(x) should be equal to 0 to ensure
proper working of the circuit. Then Pareto comparison is
built among the individual parameters and finally sorted by
the degree of dominance or the fitness value. For the record,
the whole population are passed rather than two individuals
in the select-solution.

As shown in Algorithm 1, i represents the selected
constraints, which dose not enter the non-dominated sorted
algorithm if the individual fails to resolve the constraints.
Besides, Nconst (x) is the number of constraints violated
by an individual. Nweight (x) is a list, which stores the
indicator weights.Nc is the coefficient to distinguish the num-
ber of constraints violated, which needs to be larger than the
sum of weight coefficients (Nc ≥

∑i
0 Nweight and Nc ≥ 1).

2) NON-DOMINATED SORTING
The evaluation of circuit depends on some important
indicators, thus the weight ranking is used in the fast
non-dominated algorithm [23], [24]. By this way, it can
preferentially optimize the more important indicators, which
reduces over/under-fitting and the evolutionary time. More
importantly, it retains the circuit parameters that meet the
requirement, so as to obtain a better circuit performance.

Algorithm 2 Non-dominatedSorting
Require: Lwin(x)
Ensure: P, f (x)
1: x← Lwin(x)
2: f (x)← 0
3: P = [ ]
4: for xp,n in x do
5: Sp = [ ]
6: Np = 0
7: for xq,n in x do
8: if xp,n > xq,n then
9: f (xp,n)+ = Nweight

10: Sp.append(xq,n)
11: else if xp,n < xq,n then
12: Np+ = 1
13: end if
14: end for
15: if Np == 0 then
16: xq,n_rank = 1
17: P1.append(xp,n)
18: end if
19: end for
20: P.append(P1)
21: i = 1
22: while P[i] 6= ∅ do
23: i+ = 1
24: Pi = [ ]
25: for xq,n in Sp do
26: Nq− = 1
27: if nq == 0 then
28: xq,n_rank = i
29: Pi.append(xq,n)
30: end if
31: end for
32: P.append(Pi)
33: end while
34: return P, f (x)

As shown in Algorithm 2, the number of individuals occu-
pied is multiplied by exponential weights to increase the
fitness value and get a clear direction of evolution. In the
actual process, compared with that of the same weight, it is
better to firstly increase the weight of LS and then TC.
Besides, the fitness value is multiplied by the weight ranking.
Once one individual outperforms another, the fitness value
increases and the increment equals to the weight.

3) CROWDING DISTANCE
In order to rank the individuals which have the same ranking,
the crowding distance between individuals is measured by a
simple method, as given by Eq. (10).

Cd(xgi,n) =
f (xgi−1,n)− f (x

g
i+1,n)

fmax − fmin
(10)
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Algorithm 3 Crowding Distance
Require: P(x), f (x)
Ensure: Cd
1: Cd ← 0
2: for Pi,m(x) in P(x) do
3: if len(Pi,m(x)) == 1 then
4: continue
5: else
6: Ki,m(x)← Sort_reverse(Pi,m(x)) by fi(x)
7: Cd(Ki,0),Cd(Ki,m)← INF
8: for xa,n in Ki,m(x), except first and last do

9: Cd(Ki(xa,n)) =
f (Ki(xa−1,n))− f (Ki(xa+1,n))

fmax(Ki)− fmin(Ki)
10: end for
11: end if
12: end for
13: return Cd

where f (xgi,n) is the fitness value of individual, f (x
g
i−1,n) and

f (xgi+1,n) are the fitness values of individuals ranked above
and below xgi,n, respectively. Besides, fmin and fmax are the
fitness of the worst and the best individuals in the current pop-
ulation, respectively. The algorithm gives preference to the
individual with large crowding distance [25], thus the results
is more evenly distributed in the target space to improve the
diversity of population.

C. THE IMPROVEMENTS OF THE DIFFERENTIAL
EVOLUTION ALGORITHM
The improvements include the adaptive parameters of muta-
tion operator F and crossover operator Cr , and the selec-
tion operation, which is more suited to the weight-based
fast non-dominated sorting algorithm and also accelerate the
convergence speed.

1) MUTATION OPERATION
In the g − th evolutionary algebra, five individuals
xgk1,n, x

g
k2,n
, xgk3,n, x

g
k4,n
, xgk5,n, (k1 6= k2 6= k3 6= k4 6= k5) are

randomly selected from the population. The mutated individ-
uals is given by:

vg+1i,n = xgbest,n + F(x
g
k2,n + x

g
k3,n − x

g
k4,n − x

g
k5,n) (11)

where F is the mutation factor, which is generally set
to 0.5. In order to achieve good convergence effect,
the differential weight is adaptively adjusted and the
five chosen individuals are ranked by Algorithm 2 and
get xbest , xbetter , xmid , xworse, xworst corresponding to the fit-
ness values fbest , fbetter , fmid , fworse, fworst [27]. F is finally
improved by:

F = Fl + (Fu − Fl)

∣∣∣∣ fmid − fbestfworst − fbest

∣∣∣∣ (12)

where Fu and Fl are the upper and lower limits of F ,
respectively.

Algorithm 4 Population Variation
Require: x
Ensure: vi,n
1: for i in range(len(x)) do
2: k1, k2, k3, k4, k5 ← random.randint ∈

[0, len(x)], (k1 6= k2 6= k3 6= k4 6= k5)
3: xbest , xbetter , xmid , xworse, xworst ←

Sort_reverse(xk1,n, xk2,n, xk3,n, xk4,nxk5,n) by f (x)

4: F = Fl + (Fu − Fl)

∣∣∣∣ fmid − fbestfworst − fbest

∣∣∣∣
5: vg+1i,n = xbest + F(xbetter + xmid − xworse − xworst )
6: end for
7: return vi,n

Algorithm 5 Crossover Operation
Require: v
Ensure: U
1: f ← average(f (v))
2: for i in range(len(v)) do
3: ri← random(0, 1)
4: if fi ≥ f then

5: Cr = Crl + (Cru − Crl)
f (vi,n)− fmin
fmax − fmin

6: else
7: Cr = Crl
8: end if
9: for j in n do
10: if Cr ≥ ri then
11: Ui,j = vi,j
12: else
13: Ui,j = xi,j
14: end if
15: end for
16: end for
17: return U

In proposed differential evolution algorithm, parameters in
the search space are expressed as vectors, and the genetic
operators operate on bit strings. The vector expression ismore
effective and more suitable for the parameters optimization
because the direct differential operation of vectors can better
retain the trend of circuit parameters. Similarly, the crossover
is also a branch exchange of vector-based chromosomes or
segments.

2) CROSSOVER OPERATION
The crossover operation performs between the individual xgi,n
and mutated individual vg+1i,n in the g-generation population.
The rate or probability is controlled by the cross parameter
Cr ∈ [0, 1] in the binomial or exponential way. The binomial
crossover, which is used in this paper, intersects each com-
ponent by generating random numbers ri ∈ [0, 1] that obey
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Algorithm 6 Selection Operation
Require: U, x
Ensure: U
1: t ← extend(U, x)
2: twin, t loss← SelectSolution(t)
3: if twin = ∅ then
4: for i in range(len(x)) do
5: xnew.append(t lossi )
6: end for
7: else
8: P ← Non− dominatedSorting(twin)
9: Cd ← CrowdingDistance(P(twin))

10: for j in range(len(P(twin))) do
11: Pnewj = Sort_reserve(Pj) by Cdj
12: for k in Pnewj do
13: if len(xnew) < x then
14: xnew.append(Pj,k )
15: end if
16: end for
17: end for
18: if len(xnew) < len(x) then
19: num = 0
20: while len(xnew) < len(x) do
21: xnew.append(t lossnum)
22: num++
23: end while
24: end if
25: end if

uniform distribution [28].

Ug+1
i,j =

{
vg+1i,j if Cr ≥ ri
xgi,j otherwise

(13)

Similarly, Cr is also adaptively adjusted as:

Cr =

Crl + (Cru − Crl)
f (vgi,n)− fmin
fmax − fmin

if fi ≥ f

Crl if fi < f
(14)

where fmin and fmax are the fitness of the worst and the best
individuals in the current population, respectively. f is the
average fitness. Crl and Cru are the lower and upper limits
of Cr , respectively.

3) SELECTION OPERATION
As shown in algorithm 6, the better individual is
selected as the new individual by the greedy selection
strategy which is given as:

xg+1i,n =

{
Ug+1
i,n , if ug+1i,n dominate xgi,n

xgi,n otherwise
(15)

IV. SIMULATION RESULTS AND DISCUSSION
To estimate the performances of the proposed automatic
design system, some simulations have been implemented
using a 0.18 µm standard CMOS process.

FIGURE 10. The generated circuits.

A. CIRCUIT STRUCTURES AND PERFORMANCES
With the reference generation circuit shown in Fig.1 and bias
current in the line with Eq.(5), the reference voltage Vref can
be obtained as follows.

Vref = VGS10 − VGS9∗ + VGS11∗

= VTH + ηVT ln
K9(b+ c)cα

K10K11b(η − 1)
(16)

Vref can be independent of temperature because VTH has
a negative temperature coefficient while VT has the positive
temperature coefficient.

Two reference circuits are generated by the proposed auto-
matic structure generation and parameter optimization algo-
rithm, as shown in Fig.10. It shows two voltage reference
circuits drawn in two different colors, in which the generated
current source circuit consists of six and eight transistors. The
current expressions of the two circuits are derived as follows:

1) THE FIRST CIRCUIT

VGS3 + VGS1∗ − VGS2∗ = VGS6 + VGS4∗ − VGS5∗ (17)

Simplifying the Eq.(17), the I can be expressed as:

I =
1
2
(ln

K1K5

K2K4
)2

K3K6

(
√
K6 −

√
K3)

2µCoxVT
2 (18)

2) THE SECOND CIRCUIT

VGS4 + VGS1∗ − VGS2∗ = VGS7 (19)

Simplifying the Eq.(17) [29], [30], the I can be expressed
as:

I =
1
2
(ln

K2

K1
)2

K4K7

(
√
K7 −

√
K4)

2µCoxVT
2 (20)

According to Eq.(18) and (20), it is obvious that all the
two circuits general the current with the same form of Eq.(5)
and all the circuits can normally work to obtain the reference
voltage without using the special devices.

The results comparison of all the two circuits and other
designs are shown in Table. (2) and (3). Reference [9] pro-
posed a CMOS reference circuit without using the special
devices in artificial design. Reference [10] is artificial but
using the special devices, while [7] is a parameter optimiza-
tion of circuit in [10] by other algorithm. Compared with
[9], LS of the two circuits are improved by 85.7% at least.
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TABLE 2. The results comparison of all the two circuits and other designs.

TABLE 3. Transistor sizes of all the two circuits and other designs.

Compared with [10] and [7], LS is improved by 95.4% and
93.7% at least, respectively. Compared the circuit without
special device in [9], the proposed circuit achieves a 50%
improvement in TC with an 92.7% reduction in current con-
sumption. What’s more, the chip areas are indirectly com-
pared by calculating the sum of the products W ∗ L of the
MOS transistors. All the two circuits achieve the smaller chip
area than other designs. Compared with [9], [10] and [7],
the chip area are reduced by 59.5%, 36.1% and 32.1% at least,
respectively.

It’s also worth mentioning that [7] is actually an parameter
optimization of [10], in which but LS is obviously under-
fitted due to the too many constraints. Besides, the circuit
parameters by manual design in [7] are needed as the initial
population. The algorithm in this paper reduces the under-
fitting and make the circuit performance more balanced,
which is verified by the simulation results. Such performance
optimization is obtained under that the initial population
randomly generates instead of manually designing in [7].

TABLE 4. Comparison of the optimization capabilities with other
simulation software.

FIGURE 11. TC by fast non-dominated sorting based on weight ranking.

FIGURE 12. TC by fast non-dominated sorting.

Table.4 shows the comparison of the optimization capabil-
ities with other simulation software. Thought the proposed
work is an idea or an algorithm system to verify the automatic
analog circuit design, which is not and far from to be a
commercial software, it shows the superiority on the full-
auto optimization not only in the parameters but also in the
structure generation.

B. ALGORITHM EFFICIENCY
The optimization processes of TC and LS are shown in Fig. 11
and Fig. 13. During 0th to 20th generations, the solution
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FIGURE 13. LS by fast non-dominated sorting based on weight ranking.

FIGURE 14. LS by fast non-dominated sorting.

resolves the constraint problem and looks chaotic. The solu-
tion is rapidly optimized during 50th-250th generations,
in which the magnitude of the optimization is proportional
to the weight. The algorithm finally converges at about
200th generation. As shown in Fig. 11, Fig. 12, Fig. 13 and
Fig. 14, proposed fast non-dominated sorting algorithm based
on weight ranking converges faster than the traditional fast
non-dominated sorting algorithm. Besides, by combining the
improved differential evolution algorithm with the weight-
based fast non-dominated algorithm, the fitting speed is
accelerated, the number of iterations in the whole optimiza-
tion process is reduced by 50%, and the performance of cir-
cuit parameters is better, and the under-fitting or over-fitting
is reduced. In the whole optimization process, we can control
the optimization process and the final result by assigning
different weights to the non-dominated fast sorting algorithm
according to the needs of different circuits. The proposed
automatic circuit design system is completed in the server
with two E5-2609-V4 (Primary frequency 1.7 Ghz, 8-core
8-thread) CPU and 64G memory. The optimization time
depends on the performance of the computer and the number
of parameters to be optimized, which is about two hours. It
is noteworthy that the results are not affected by hardware
conditions and the optimization time.

V. CONCLUSION
In this paper, an automatic circuit design system with param-
eter optimization is proposed to achieve high-performance
CMOS voltage reference circuits. The operating principle,
system implementation, algorithm improvements and simula-
tion results have been described in details. Particular attention
has been paid to improving the circuit coding to automatically
generate structure and the differential evolution algorithm to
efficiently optimize parameter. Finally two CMOS voltage
circuits are implemented in a 0.18 µm standard CMOS pro-
cess. Simulation results show that proposed system obtains
better performances, compared with the artificial solutions.
As the superiority of automation, good performance and fast-
design compatibility, this design system and algorithm have
a wide range of application in analog IC design, not only in
CMOS voltage reference.
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