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ABSTRACT With the growing concerns about energy saving and security problems in wireless sensor
networks (WSNs), we investigated a joint energy saving scheduling and secure routing algorithm for critical
event reporting in WSN. When a critical event has been detected, the notification must be safely sent to the
sink node through the uplink transmission, and the sink node needs to broadcast the alarm messages to the
whole network through the downlink transmission. In the uplink, a joint power allocation and secure routing
strategy (JPASR) has been proposed tomaximize the routing secure connection probability (RSCP) under the
constraint of power. Meanwhile, combined with the level-by-level sleeping scheduling method, the energy-
saving and secure uplink transmission can be guaranteed. In the downlink, an energy-first multi-point relays
set selection mechanism (EFMSS) is designed to choose the backbone nodes to broadcast messages, and
the backbone nodes are waken up by the same level-by-level sleeping scheduling method as the uplink
transmission. With the two-step procedure, the critical events are appropriately dealt with and the responses
are broadcast to the whole network. Extensive simulations results demonstrate that the energy saving and
security performances of the proposed method are superior to the existing ones.

INDEX TERMS Secure routing, energy saving, sleeping scheduling, critical event reporting, wireless sensor
networks.

I. INTRODUCTION
Wireless sensor networks (WSNs) have grown rapidly in
the recent years and are widely applied to communication,
surveillance, health care and disaster management system
and so on [1], [2]. Sensor nodes transmit, receive, route
and sense information from/to its neighbors or base stations,
which induces largely energy consumption. However, most of
sensor equipments mainly depend on battery or micro motor
power supply, which makes energy invaluable for WSNs.
To realize energy saving in WSNs, many scholars have stud-
ied and put forward effective solutions in order to realize
energy saving in sensor networks wherein they focused on the
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following three areas: (1) optimization technology based on
link restoration [3]–[5]; (2) load balancing and energy saving
optimization [6]–[10]; (3) energy optimization technology
based on distance [11]–[16].

To be specific, a range-based opportunistic routing
protocol (ROR) was proposed in [3] to minimize energy con-
sumption by selecting the forwarding list. In [4], a multi-
hop graph-based approach for an energy-efficient routing
(MH-GEER) protocol extended the networks’ life spans by
exploring the energy levels in the entire network and using
the energy levels to select the next hop in a probabilistic,
intelligent way. In [5], a check point route recovery algorithm
(CPRAA) was presented. The algorithm could autonomously
maintain a subset of the actor nodes in accordance
with the node energy level to keep network connectivity.
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The network lifetime was prolonged in [6] by reconstruct-
ing the network to regain energy balance as soon as the
energy consumption of some nodes exceeded a given energy
threshold. In [7], the non-uniform sampling and reliable
routing were jointly designed to save the energy. In [8],
a distributed load-balancing clustering algorithm was pre-
sented to improve network life cycle. In [9], a Cost and
Payment-based clustering Algorithm (CoPA) was proposed
for achieving energy efficiency inWSNs, andCoPAproduced
a balanced distribution of responsibilities and energy con-
sumption between the sensor nodes. In [10], an evolutionary
routing anti-coordination gamewas established to balance the
energy consumption of the sensor nodes by reducing conges-
tion and optimally distributing data traffic among multiple
heterogeneous paths. In [11], a cluster-based protocol called
power efficient and adaptive latency was proposed to extend
the network lifetime and introduced an acceptable transmis-
sion latency. The cluster heads was elected according to the
desired percentage of cluster heads, current round, the dis-
tance between sensor nodes and their nearest base station and
remaining energy. An optimal-distance-based transmission
strategy was put forward in [12] to minimize the energy con-
sumption of sensor nodes with maximal energy consumption
throughout the network. In [13], an energy efficient data rout-
ing for in-network aggregation (EEDRINA) was exploited to
aggregate redundant data at transitional node for critical event
monitoring in WSNs. The method, which reduced the size
and the number of exchanged messages, and thus, energy was
saved. In [14], a general self-organized tree-based energy-
balance routing protocol (GSTEB) was proposed, which built
the routing tree based on both energy consumption and
energy balancing. Different from the aforementioned meth-
ods, ECQSR in [15] chose the next neighbor node based on
both the maximization of network lifetime and the balance
of energy consumption across multiple nodes by using the
concept of service differentiation. In [16], a traditional flow
augmentation (FA) routing algorithm was designed to choose
the route that can maximize the network lifetime. The routing
metric was formulated based on node transmission power as
well as residual node energy, since a good candidate node
should consume less power and has high residual energy.

The optimization schemes in [3]–[16] can effectively
reduce energy consumption and prolong network lifetime.
However, the security problem that may exist in WSNs has
been ignored. In fact, WSNs have faced series of security
problems, such as information stealing and modification,
DOS attacks and so on [17], [18]. These problems disturb the
normal information transmission, and even lead to the disclo-
sure of confidential information. Especially in recent years,
WSNs are increasingly applied to transmit privacy infor-
mation, such as human health information and home video
monitoring information, where information leakage violates
human rights and causes serious consequences. Thus, it is
particularly important to realize information security trans-
mission in WSNs. In the literatures, most of the researches
on the security of sensor networks focused on the upper layer

of OSI model. For example, to prevent WSNs from eaves-
dropping, cryptographic technology was utilized in [17]; To
guard against traffic analysis attacks, packet transmission rate
was controlled in [18]. However, these solutions based on the
upper layers will bring a large amount of running and storage
overhead, which is not adaptable to WSNs due to the energy,
memory and other limitations on sensor nodes.

Recently, physical layer security has emerged as a comple-
mentary technology to the upper-layer-based method, which
can defend against eavesdroppers by exploiting the physical
characteristics of wireless channels [19]–[22]. The authors
in [19] applied the physical layer security technology and
proposed a lightweight and privacy-preserving mutual user
authentication protocol in which only the user with a trusted
device had the right to access the industrial WSNs. In [20],
a physical layer (PHY) authentication technique for wire-
less implantable medical devices was presented. The authors
in [21] developed a framework for exploiting the poten-
tial benefits of physical layer security in three-tier WSNs
using stochastic geometry and multiple-antenna technique.
The above mentioned methods [19]–[21] all adopted physical
layer security technology, but ignored considering energy
limitations inWSNs. The authors in [22] investigated destina-
tion assisted cooperative jamming (DACJ) for physical layer
security and physical layer network coding (PNC) in two-
hopWSNs. The proposed two-phase algorithm optimized the
power allocation in WSNs, however, it could just be applied
in the two-hop network with one source and one destination
only and was lack of universality.

Therefore, a handful of researches have investigated that
research on energy efficient physical layer security technol-
ogy in WSNs, and it is still an intractable problem. The
authors in [23] investigated the scene where there is one sink,
multiple legitimate nodes and position-unknown eavesdrop-
pers. When an emergency have occurred, the nodes in WSN
needed to safely route the event or alarm to the sink node
through the uplink transmission and the sink node processed
the information and broadcast the notification or warning to
the whole network through the downlink transmission.

Different from the previous researches, we develops a
tractable framework that jointly considers energy-saving
secure routing in the uplink and energy-saving sleep-
ing scheduling in uplink and downlink for event super-
visory control in WSNs. The contributions are given as
follows:

1) In the uplink transmission, a joint power allocation and
secure routing scheme (JPASR) is proposed. In JPASR,
a power minimization problem is modeled under the
constraints of end-to-end bit error ratio (BER) and
the routing strategy that can maximize the routing
secure connection probability (RSCP) with the exis-
tence of multiple position-unknown eavesdroppers.
After a series of solution procedures, the secure routing
can be computed using the classical Dijkstra’s algo-
rithm, and the transmission power along the secure
routing is allocated according to the power allocation
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stategy. JPASR not only ensures the information trans-
mission security but also reduces power consumption.

2) In the downlink transmission, an energy first multi-hop
relays set selection strategy (EFMSS) is proposed to
choose one-hop neighbors with more residual energy
as multi-hop relays (MPRs) to route messages from the
sink node to the whole network in the broadcasting pro-
cedure. Only the MPRs need to retransmit the packet
from their neighbors, and the use of MPR set reduces
the retransmitted message number. EFMSS balances
energy consumption and prolongs the network lifetime.

3) Throughout the uplink and downlink transmission,
a hierarchical sleeping scheduling strategy is designed
to save the energy consumption, which is easier to com-
plement than the previous level-by-level offset [24].
The layers are defined by the hop number away from
the sink node, which is generated according to dif-
ferent routing algorithms in the uplink and downlink,
respectively. In the uplink, the secure routing algorithm
is applied to find the hop number to the sink node.
In the downlink, the shortest routing algorithm during
the MPR’s selection procedure decides the layer archi-
tecture. The sleeping scheduling strategy based on the
predefined layer is designed to save energy further.

The rest of this paper is given as follows. In Section II,
we describe the system model and related concepts. In Sec-
tion III, JPASR is proposed for the uplink transmission.
In Section IV, the energy efficient sleeping scheduling
method is presented for the downlink communication. The
simulation is presented in Section V. Section VI gives our
conclusion and future directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL
Consider a WSN with N legitimate nodes and M indepen-
dent eavesdroppers Ej, jε {1, 2, 3, . . . ,M}. Both legitimate
nodes’ and eavesdroppers’ positions are subject to Poisson
distribution with density λL and λE , respectively, where the
legitimate nodes’ locations are available and the eavesdrop-
pers are passive. Both channel state information (CSI) and
the location are unknown to the legitimate nodes. Each node
equips with an omni-directional antenna and works in time-
division multiplexing (TDM) mode. Relay nodes use decode-
and-forward (DF) mode to transmit data.

The proposed scheme can be realized according to the
following two stages:

• Phase 1: During the (2k − 1)-th duty cycle, any node
who has detected emergency event uses the shortest path
selected by JPASR to send the alarm message to the sink
node. Every node along the route is waken up according
to the sleeping scheduling strategy and then forwards the
alarm message with the transmission power allocated by
JPASR. The first stage is described in Fig. 1.

• Phase 2: During the 2k-th duty cycle, the sink node for-
wards the control message to the whole network through

FIGURE 1. Uplink: event detection and report in the (2k − 1)-th duty cycle.

FIGURE 2. Downlink: notification broadcast in the 2k-th duty cycle.

the MPR set, which is chosen by EFMSS. During the
broadcasting process, nodes are waken up in the layer-
by-layer pattern. The second stage is shown in Fig. 2.

B. RELATED CONCEPTS
1) RSCP
When the message is transmitted from node Ai to node Ai+1,
the received signal noise ratio (SNR) at node Ai+1 and eaves-
dropper Ej can be described as

σAiAi+1 =
PAi

∣∣hAiAi+1 ∣∣2
dαAiAi+1

, (1)

σAiEj =
PAi

∣∣hAiEj ∣∣2
dαAiEj

, (2)
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where PAi represents the transmission power of legitimate
node Ai, hAiAi+1 and dAiAi+1 represent the channel fading
coefficient and the distance between node Ai and node Ai+1
respectively, hAiEj and dAiEj represents the channel fading
coefficient and the distance between node Ai and eaves-
dropper Ej, respectively, and α represents path loss factor.
In this paper,

∣∣hAiAi+1 ∣∣2 and
∣∣hAiEj ∣∣2 are assumed to follow

an independent exponential distribution with unit mean.
Consider an R-hop route L =< A1,A2, . . . ,AR+1 >.

RSCP Pr in the non-collusion case can be expressed as [23]

Pr = Pr
[
log2

(
1+ min

i=1,...,R
σAiAi+1

)
− log2

(
1+ max

EjεM

{
R∑
i=1

σAiEj

})
> 0

]

≈ exp

−K ( R∑
k=1

PAk

R∑
i=1

dαAiAi+1
PAi

) α
2
 (3)

whereK = πλE0(1+
2
α
)0(1−

2
α
),0(· ) is a gamma function,

λE is the density of the eavesdroppers, and PAi represents the
transmission power of legitimate node Ai.

2) END-TO-END BER
Since |h|2 is an exponential distribution with unit mean value,
the SNR σ is also an exponentially distributed random vari-
able. The cumulative distribution function (CDF) of σ can be
expressed as follows

Fσi = 1− e−σ
√
σi , (4)

where σ̄i = PAi/d
α
AiAi+1

is the average SNR of the ith hop.
In [25, Ch.5], the single-hop instantaneous BER ζi(σ ) for

any coding scheme can be expressed as

ζi(σ ) = aQ(
√
bσ ), (5)

where Q(x) = 1
√
2π

∫
+∞

0 e−u
2/2du, (a, b) is the constant

determined by the modulation method.
It is also shown in [26] that the instantaneous BER ζi(σ )

and the average BER ζ̄i(σ ) meet the following relationship:

ζ̄i(σ ) = −
∫
+∞

0
ζ
′

i (σ )Fσi (σ )dσ, (6)

where ζ
′

i (σ ) denotes the derivation of the instantaneous BER.
Therefore, the average BER ζ̄i(σ ) can be obtained as

ζ̄i(σ ) =
a
2

√
b
2π

∫
+∞

0

e−
bσ
a
√
σ
Fσi (σ )dσ. (7)

Substituting equation (4) into the upper formula, the aver-
age BER ζ̄i(σ ) can be proved tomeet the following inequation

ζ̄i(σ ) =
a
2
−
a
2

√
(bσ̄i)2+2bσ̄i
bσ̄i + 2

≤
a
2
−
a
2

√
(bσ̄i)2+2bσ̄i+1

bσ̄i + 2

=
a
2
−
a
2

√
((bσ̄i + 1)2

bσ̄i + 2
=
a
2
−
a
2
·
((bσ̄i + 1)
bσ̄i + 2

=
a

2 (bσ̄i + 2)
≈

a
2bσ̄i
=

a
2b

dαAiAi+1
PAi

. (8)

The relationship between the average BER of the ith hop
and the end-to-end average BER is given as [27]

ζ̄L =

R∑
i=1

ζ̄i R∏
j=i+1

(
1− 2ζ̄j

) ≈ R∑
i=1

ζ̄i. (9)

Combine equation (8) with (9), we can obtain ζ̄L =

a
2b

∑R
i=1

dαAiAi+1
PAi

.

Define ζ̄L threshold as ζTH , the system BER constraint
condition can be denoted by

a
2b

R∑
i=1

dαAiAi+1
PAi

≤ ζTH. (10)

3) HIERARCHICAL SLEEPING SCHEDULING STRATEGY
Due to the TDM model, we divide the time into uniform

slots equal to the frame transmission time, and assume that the
channel is quasi-static i.e., during one timeslot the channel is
stable and central clock is needed to synchronize all nodes.
Successive T timeslots comprise a duty cycle. As shown
in Fig. 3, the odd duty cycle (2k−1) is allocated to the uplink
transmission, where k = 1, 2, · · · . The even duty cycle (2k)
is for the downlink transmission. In each duty cycle, nodes
wake up periodically according to their layers generated by
different routing algorithms for the uplink and downlink
transmission, respectively. It induces that the same node is
likely to be partitioned into different layers in the uplink and
downlink transmission, respectively, such as node a in Fig. 1
and Fig. 2. Define the same timeslot number T for the uplink
and downlink transmission, i.e., T = max{hup, hdown}, where
hup and hdown are themaximal layer numbers in the uplink and
downlink, respectively. To simplify discussion, we assume
that themaximal layer numbers hup and hdown are the same for
both uplink and downlink without impacting on the sleeping
scheduling strategy. As shown in Fig. 1 and Fig. 2, nodes are
divided into different layers labeled by L1,L2, . . . ,LT based
on their hop numbers away from the sink node and waken up
in different timeslots depending on the corresponding duty
cycle.

III. UPLINK TRANSMISSION PROCEDURE
A. JPASR
Taking RSCP and end-to-end average BER into consider-

ation, the uplink transmission optimization problem can be
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FIGURE 3. Duty cycle allocation.

modeled as

min
ϕ,P

R∑
i=1

PAi (11)

s.t.
a
2b

R∑
i=1

dαAiAi+1
PAi

≤ ζTH, (11a)

PAi ≥ 0 for i = 1, 2, · · · ,R, (11b)

ϕ
(
Ai,PAi

)
=

arg max
LεLASAD

exp

− K ( R∑
k=1

PAk

R∑
i=1

dαAiAi+1
PAi

) α
2


, (11c)

where LASAD represents the route set from the source node
AS to the destination node AD, and ϕ

(
Ai,PAi

)
represents the

chosen route with the maximum RSCP Pr defined in (3).
To solve the optimization problem, we need to find the route
which can maximize RSCP shown in constraint (11c).

Constraint (11c) can be transformed into the following
problem

max
LεLASAD

exp

−K ( R∑
k=1

PAk

R∑
i=1

dαAiAi+1
PAi

) α
2
 . (12)

Because bothK and α are non-negative, (12) can be further
written as

min
LεLASAD

ϕ (P)

ϕ (P) =
R∑
k=1

PAk

R∑
i=1

dαAiAi+1
PAi

, (13)

where ϕ (P) can be decomposed as

ϕ (P) =
∑
iεL

dαAiAi+1 +
∑

i,jεL,i<j

(
PAi
PAj

dαAjAj+1 +
PAj
PAi

dαAiAi+1

)
.

(14)

Applying the basic inequality a + b > 2
√
ab(a > 0,

b > 0), we can obtain

ϕ (P) ≥
∑
iεL

dαAiAi+1 +
∑

i,jεL,i<j

2
√
dαAiAi+1d

α
AjAj+1

=

(∑
iεL

√
dαAiAi+1

)2

. (15)

The condition holds if

PAi
PAj

dαAjAj+1 =
PAj
PAi

dαAiAi+1 , for i < j and i, jεL. (16)

With some mathematic manipulations, the power alloca-
tion condition for the transmission node on the given path L
can be obtained as

PAj = PA1

√√√√dαAjAj+1
dαA1A2

, for jεL, (17)

which means that maximum RSCP can be achieved ONLY
when the nodes along the selected path transmit the messages
with the obtained transmission power according to the above
equation.

Substituting (17) into (11), we can reformulate (11) as

min
ϕ,P

R∑
i=1

PAi (18)

s.t. (11a), (11b),

PAi = PA1

√
dαAiAi+1
dαA1A2

for i = 1, 2, · · · ,R. (18a)

Continue to substitute (18a) into (11a), we have

PA1 ≥
a
2b

√
dαA1A2

∑R
i=1

√
dαAiAi+1

ζTH
. (19)

Combine (18a) and (18), then we get

min
P

R∑
i=1

PAi = min
P

[
PA1 ·

(
1+

√
dαA2A3
dαA1A2

+

√
dαA3A4
dαA1A2

+ · · · +

√
dαARAR+1
dαA1A2

)]
.(20)

As shown in (20), for given route, to minimize the total
power is to find the minimum value of PA1 . Combining (19)
with (20), the optimal power allocation for the source node
A1 on the given route can be obtained as

P∗A1 =
a
2b

√
dαA1A2

∑R
i=1

√
dαAiAi+1

ζTH
. (21)

Substituting (21) into (18a), the optimal transmission
power for node j on the given route can be achieved as

P∗Aj =
a
2b

√
dαAjAj+1

∑R
i=1

√
dαAiAi+1

ζTH
. (22)
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According to (11), we further get

min
LεLASAD

∑
iεN

√
dαAiAi+1 . (23)

For a WSN, the minimization problem (23) can be
described as a a minimumweight routing problem in a known
topology in which the routing metric is the node distance√
dαAjAj+1 . This kind of method can be categorized into the

classical least cost routing algorithm and can be solved by
the Dijkstra’s algorithm. The routing weight function is

w(d) =
√
dαAjAj+1 . (24)

Resorting to (22), the total power consumption on the
chosen routing L is

R∑
i=1

P∗Ai =
a
2b

(∑R
i=1

√
dαAiAi+1

)2
ζTH

. (25)

Finally, RSCP Pr in (3) can be computed according to

Pr = exp

−K ( R∑
i=1

√
dαAiAi+1

) 4
α

 . (26)

Until now, we can find the secure route to transmit the
secret information to the sink node and allocate the suitable
transmission power to the nodes along the route. In order to
ensure the route with no cycle and consistency, it is necessary
to check the isotonicity and monotonicity [28] of the path
weight function. Since the weights

√
dαAjAj+1 are fixed positive

and irrelevant, so it is easy to prove that the path weight
function is strictly monotone and isotonic. Therefore, clas-
sical link state routing protocol can use Dijkstra’s algorithm
to achieve the route, such as Optimized Link State Routing
(OLSR).

B. UPLINK SLEEPING SCHEDULING STRATEGY
According to the routing table generated by JPASR, each

node knows both the maximal hop number T to sink node
in the network and the hop number t from itself to the
sink node. Resorting to the maximal hop number T , shown
in Fig. 4, the network is divided into T layers, where each
node belongs to the layer that is equal to the hop number
t . In the layered architecture, the sink node acts as the core,
and nodes with the same hop number constitute the node set
for each layer. The details of scheduling strategy are further
described in Fig. Fig. 4, where odd duty cycles are allocated to
the uplink transmission. During the odd duty cycles, nodes in
the t-th layer periodically wakes up in the (T − t)-th timeslot
to receive data and (T − t + 1)-th timeslot to transmit data,
otherwise, they are in sleep mode.

C. IMPLEMENTATION OF UPLINK TRANSMISSION
The implementation steps of uplink transmission are

shown as follows:

FIGURE 4. Hierarchical sleeping scheduling strategy for the uplink
transmission.

1) The network with N legitimate nodes and M eaves-
droppers is generated according to the Poisson distri-
bution, BER threshold ζTH is defined and the distance
d is broadcast to the whole network in the initialization
stage.

2) Routing: each legitimate node takes
√
dαAiAi+1 as link

weight, uses Dijkstra’s algorithm to calculate route to
the sink node and updates routing table.

3) Power allocation: each transmission node along the
route calculates the transmission power according to
formula (22).

4) Uplink Scheduling: according to the routing table gen-
erated in Step 2), each node knows the maximal hop
number T and the hop number t from itself to the sink
node. All nodes, t-hop far away from the sink node, are
divided into the layer t . Nodes at layer t wake up at the
(T − t)-th timeslot to receive data from the upper layer
node and (T − t+1)-th timeslot to send data to the next
hop with the allocated power in step 3).

In the proposed distributed algorithm, each node needs
to calculate two parameters: routing weight

√
dαAiAi+1 and

transmission power P, and the computational complexity of
each node is constant order, i.e., O(1) time complexity.

IV. DOWNLINK TRANSMISSION PROCEDURE
During the downlink transmission, we choose a part

of nodes based on EFMSS to broadcast the information
to the whole network. At the same time, all nodes are
divided into T hierarchy in the light of their hop numbers
to the sink node and scheduled according to the down-
link sleeping scheduling strategy to reduce energy consump-
tion. In the next subsection, we will discuss the EFMSS in
detail.
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FIGURE 5. Example to illustrate different MPR set selection strategies.

TABLE 1. Node A’s MPR(s).

A. ENERGY FIRST MPR SET SELECTION ALGORITHM
(EFMSS)

In the traditional OLSR, a node selects a set of 1-hop
neighbors that covers (in terms of radio range) all symmetric
strict 2-hop nodes as MPRs to forward its messages. The
principle for MPR set selection is to iteratively select a 1-hop
neighbor which reaches the maximum number of uncovered
2-hop neighbors, which is called as coverage first MPRs
set selection algorithm (CFMSS). Therefore, the ’energy-
efficient’ paths cannot be found by MPR selection mecha-
nism. Fortunately, the proposed EFMSS can select the nodes
with the largest residual energy to route the control messages.
The purpose of this mechanism is to iteratively find one-hop
neighbors with more residual energy to two-hop neighbors as
MPRs until all the 2-hop neighbors are covered.

Fig. 5 is used to illustrate the proposed method. The
selected MPRs for node A are shown in Table 1. Based on the
definition of MPRs, a set of A’s 1-hop neighbors is selected
to cover all A’s 2-hop neighbors as A’s MPRs to relay the
packets from A, while the 1-hop neighbors (not MPRs) don’t
need to retransmit the packet fromA. Thus, both the overhead
of control messages and the energy are reduced. According to
Table 1, both D and E belong to A’s 2-hop neighbors. Among
A’s 1-hop neighbors, B, C and F except G can serve as relays
to reach all A’s 2-hop neighbors. However, C is selected as
A’s MPR in CFMSS because it covers 5 neighbors while B
and F only cover 3 and 4 neighbors, respectively, i.e., CFMSS
chooses MPRs according to the coverage of nodes.

In our method, node A uses Dijkstra’s or Bellman-Ford’s
algorithm to compute the heaviest 2-hop path to D. For node
D, path AB ⊕ BD is the heaviest one, where ⊕ denotes the
series connection. W (AB ⊕ BD) = 10 + 12 = 22. Thus,
B is firstly selected as A’s MPR, and the 2-hop neighbour
D is covered by the 1-hop neighbour B. Similarly, node A
finds out the heaviest path to 2-hop neighbor E: A-F-E. The
path weight is W (AF ⊕ FE) = 15 + 7 = 22. So, F is

selected as a MPR for relaying data from A to E. Until
now, all A’s 2-hop neighbors are reachable. This mechanism
ensures that the best path to any node of A’s 2-hop neighbors
can be found. It is obvious that if C is chosen as the relay
nodes as in OLSR, its energy will run out quickly. While
EFMSS not only reduces the packet transmission number, but
also balances network energy consumption, and eventually
prolongs network lifetime. However, the new mechanism
increases overheads because it increases the number of MPR
in the network compared with CFMSS. But it is still superior
to the flooding protocol and proven sustainable because a
node has a small set of neighbors.

With the EFMSS, only the MPRs with relatively large
residual energy need to retransmit the broadcasting packets
from the sink node, and thus the optimal energy utilization
can be realized. To further increase the lifetime of network,
an energy threshold E-th is set. If the chosen MPR’s energy
declines to E-th, theMPRwill send an alarm to the sink node,
and the sink node will look for the substitution for this MPR,
thus the MPR set will be renewed.

Based on the above discussion, the specific steps of
EFMSS are described as follows:

1) The MPR set is chosen out for the first time using
the CFMSS in OLSR because all nodes have the same
energy at the initialization phase.

2) If any MPR’s energy is less than the threshold E-th,
start the MPR set selection process:

a) Select the nodes with the largest residual energy
as the MPRs until all the 2-hop neighbors are
reachable.

b) Iteratively select the MPRs until all nodes are
reachable.

c) When all the MPR nodes are selected, only the
MPR set is responsible for retransmitting infor-
mation and notifying the nodes in its communi-
cation range.

3) If any MPR’s energy is less than the threshold E-th,
go back to Step 2). If the Dijkstra’s algorithm can
not choose out an MPR set to cover all nodes in the
network, stop the EFMSS algorithm network lifetime
has expired.

B. DOWNLINK SLEEP SCHEDULING STRATEGY
In the downlink, each node uses Dijkstra’s or Bellman-

Ford’s algorithm to compute the shortest path to the sink node
and the layer is decided based on the distance to the sink
node, i.e., if node is t-hop far away from the sink node, it is
classified into the t-th layer. Although the same Dijkstra’s
or Bellman-Ford’s algorithm is applied to obtain the hop
number for both the uplink and downlink transmissions,
the routing metric is different. Therefore, the same node may
be located at different levels, such as node a in Fig. 1 and
Fig. 2. Fig. 6 shows the hierarchical sleeping scheduling
strategy for the downlink transmission. In the even duty cycle,
all the nodes at level t periodically wake up at the (t − 1)-th
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FIGURE 6. Hierarchical sleeping scheduling strategy for the downlink
transmission.

TABLE 2. Simulation parameters.

timeslot to receive data from the upper layer and only the
MPRs wake up at the t-th timeslot to send data to next
layer. It is worth emphasizing that the nodes in each layer
are comprised of MPRs and non-MPRs, only MPRs need to
retransmit the packets from the upper layers.

V. SIMULATION RESULTS
In this part, we use MATLAB to simulate different algo-

rithms. Firstly, we compare two kinds of MPR set selection
algorithms EFMSS and CFMSS. Then, we evaluate the per-
formance of three kinds of routing algorithms for the uplink
transmission in WSNs: the proposed JPASR, FA [16] and SR
[23]. Finally, we simulate the critical event reporting pro-
cedure in the proposed algorithm and EEDRINA algorithm
[13]. The public simulation parameters are shown in Table 2.

A. COMPARISON OF EFMSS AND CFMSS
The traditional CFMSS selects the MPR nodes of each

layer according to the principle of the nearest distance, while
EFMSS takes both the coverage and energy into account.
We randomly generate a topology with the simulation param-
eters in Table 2. The protocol interferencemodel is used in the

FIGURE 7. The network topology and the layer architecture of nodes.

TABLE 3. Node A’s MPR(s).

topology. Communication and interference distance are set as
40 and 50meters respectively. Fig. 7 shows the network topol-
ogy and the layer architecture of nodes computed according
to the dijkstra’s algorithm. Table 3 depicts the MPRs selec-
tion results for EFMSS and CFMSS. It shows that different
selection algorithms choose different nodes as MPRs in each
layer. Node C is selected as MPR in EFMSS because it has
more residual energy than node B. The comparison process
has been discussed elaborately in Section IV. The change of
network lifetime with increasing network size under different
selection algorithms are shown in Fig. 8. Compared with
CFMSS, EFMSS can effectively improve network lifetime,
because EFMSS takes the coverage and residual energy of
nodes into account when selecting MPR nodes. Meanwhile,
load balancing has been realized during this progress, so it can
effectively prolong the lifetime ofWSNs.While CFMSS only
takes coverage as a condition of selecting MPRs, as a result,
some backbone MPR nodes will exhaust its energy quickly,
and thus CFMSS has a worse performance as compared with
EFMSS.

B. COMPARISON OF DIFFERENT UPLINK ALGORITHMS
In this part, we compare JPASRwith FA and SR algorithms

in the following aspects: the average route transmission
power consumption, the routing selection of different algo-
rithms and RSCP. Specifically, FA algorithm prolongs the
lifetime of sensor networks by finding the route and allocating
the transmission power of nodes along the route. SR algo-
rithm calculates the route with themaximal secure connection
probability and do not consider the energy consumption.
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FIGURE 8. Network lifetime.

FIGURE 9. Average route transmission power consumption under
different network sizes.

The results are averaged with 10000 simulation values. The
transmission power in FA and JPASR are calculated accord-
ing to (40) in [4] and (22) for different topologies. The
transmission power in SR is set as the maximal transmission
power in JPASR.

Fig. 9 simulates the average route transmission power
consumption in different network sizes with three different
algorithms. It can be seen that the average route transmission
power consumptions in the three algorithms are all decreasing
with respect to the growing number of nodes in the network.
This is because, as the network size increases, the number of
nodes in the selected routing path also increases, whichmakes
the transmission distance between adjacent nodes closer and
the power consumption smaller. As a result, the average
route transmission power consumption are becoming smaller.
As the number of nodes increases, the hop number in the
routes selected by different algorithms is getting closer, so the
gaps of power consumption are getting smaller. It is obvious
that JPASR has the best performance than the others. JPASR

FIGURE 10. Routing secure connection probability in different network
sizes.

finds a path with the least power consumption based on
the network topology, while the transmission power along
the route is redistributed at the same time, and the sleeping
scheduling reduces the energy consumption further. FA only
considers how to select a route that can escape from the spe-
cial nodes with less energy to prolong the network lifetime.
As a result, in order to keep away from these nodes, FA may
choose a longer route to deliver the packet which induces
large energy consumption. SR is the improved shortest path
algorithm. It takes both hop number and node distance into
consideration. So it takes less power to forward the packets
than FA. However, its nodes use fixed power to retransmit
packet and are always awake no matter whether they need to
work, so the performance of SR is worse than that of JPASR.

Fig. 10 depicts how RSCP varies with the network size,
and Fig. 11 shows a specific routing diagram. They are both
simulations under the condition of ξTH = 10−4, λE = 10−4.
We can observe from Fig. 10 that RSCP of JPASR is better
than those of FA and SR. Fig. 11 intuitively shows that the
chosen routes by JPASR and SR effectively avoid eaves-
dropping to ensure the information transmission security. FA
does not consider security, and the route it chooses is close
to the eavesdroppers, so its RSCP is very low. When SR
chooses the route, node transmission power is fixed, so it
limits the algorithm to find a better route to avoid eaves-
dropping. While JPASR can coordinate the power allocation
according to the distance between nodes to obtain an opti-
mal configuration to maximize RSCP, it has the best secure
performance.

Fig. 12 simulates RSCP under different eavesdropper
densities. As eavesdropper density λE grows, the RSCP
decreases. The gaps between JPASR and the other algorithms
become larger and larger. This is because when there are
less eavesdroppers, all algorithms are secure. However, as the
eavesdropper density increases, the security cannot be guar-
anteed by all algorithms as before and only JPASR shows the
best secure performance in the worse condition.
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FIGURE 11. Uplink routing selection contrast diagram.

FIGURE 12. Routing secure connection probability under different
eavesdropper densities λE .

C. SIMULATION OF TOTAL ENERGY COMSUMPTION
In this part, we simulate the average energy consumption

for each critical event reporting procedure in different net-
work sizes. We calculate the energy consumption by adding
the consumption in the wake-up duration and the transmitting
procedure. For example, when a MicaZ node turns on its
radio module, its current is about 20 mA. Hence, the energy
consumption within 5 ms wake-up duration is about 3.3V ×
20mA × 5ms = 3.3mJ. We capare our algorithm with the
existing critical event reporting EEDRINA algorithm in [13].
EEDRINA selects a head node to aggregate the event data
and then transmit to reduce the overhead. It is obviously
that our algorithm needs less energy to finish a critical event
reporting procedure in Fig. 13. EEDRINA uses the cluster
head to collect the event data, and reduces the uplink over-
head. However, it is more important to reduce the downlink

FIGURE 13. Average energy consumption for each critical event reporting
procedure.

overhead, and there is still a large number of messages that
should be transmitted in the downlink. Furthermore, not only
in the downlink but also in the uplink, every node is awake
all the time. Therefore, EEDRINA wastes much more energy
than our algorithm. When the network size increases, the gap
is getting larger. In EEDRINA, the messages in the uplink
transmission is reduced but those in the downlink transmis-
sion are doubled. In our algorithm, with the growing number
of nodes in the same area, each MPR node can cover more
nodes in its coverage area. Thus, the MPR strategy works
better, and saves more energy.

VI. CONCLUSION AND FUTURE DIRECTION
In this paper, a novel method is proposed for the critical

event reporting in WSNs. The method has considered the
information transmission security and the energy saving dur-
ing the critical event reporting process. The simulation results
show that our proposed method has good performance in the
following respect: network lifetime, energy consumption and
security index. Due to the implementability of MPRs strategy
in a real WSN, we plan to apply the method to aWSN testbed
to verify its performance in the future.
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