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ABSTRACT Aspect-level sentiment analysis is a fundamental task in NLP, and it aims to predict the
sentiment polarity of each specific aspect term in a given sentence. Recent researches show that the fine-
grained sentiment analysis for aspect-level has become a research hotspot. However, previous work did
not consider the influence of grammatical rules on aspect-level sentiment analysis. In addition, attention
mechanism is too simple to learn attention information from context and target interactively. Therefore,
we propose an interactive rule attention network (IRAN) for aspect-level sentiment analysis. IRAN not only
designs a grammar rule encoder, which simulates the grammatical functions at the sentence by standardizing
the output of adjacent positions, but also constructs an interaction attention network to learn attention
information from context and target. Experimental results on SemEval 2014 Dataset and ACL 2014 Twitter
Dataset demonstrate IRAN can learn effective features and obtain superior performance over the baseline
models.

INDEX TERMS Aspect-level sentiment analysis, grammatical rules, IRAN, interaction attention network.

I. INTRODUCTION
Sentiment analysis, also known as opinion mining [1], [2],
is one of the fundamental tasks of natural language process-
ing [3], [4], and it aims to predict the sentiment polarities
of the given texts. In recent years, sentiment analysis has
successfully extensive applications in catering, e-commerce,
hotel and other fields [5]. For example, in the field of cater-
ing, sentiment analysis can help customers find the food
which they want from a large number of restaurants, and
select more popular restaurants based on a large number of
user comments [6]. However, traditional sentiment analysis
focuses on document-level or sentence-level, it can only ana-
lyze the sentiment polarity of the whole document or sen-
tence which only contains opinions about one topic. For
both the document-level and the sentence-level sentiment
analysis, the decided sentiment polarities are based on the
whole document/sentence rather than the topics given in the
document/sentence. Obviously, this is not reasonable in many
cases. For instance, in the sentence ‘‘This restaurant is small
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but very good environment’’, for aspect term restaurant, the
sentiment polarity is negative, but for aspect term environ-
ment, the polarity is positive and therefore the aspect-level
sentiment analysis [7] was proposed to address this problem.

Aspect-level sentiment analysis [8] is a subtask of senti-
ment analysis, and its goal is aspect identification and aspect-
level sentiment classification. The aspect-level sentiment
analysis aims to predict the sentiment polarities of each spe-
cific aspect term in a given sentence. In recent years, attention
mechanism [9] has been successfully extensive applications
in many natural language processing (NLP) tasks [10], such
as text generation [11], [12], machine translation [13], [14]
and question answering [15], [16]. Sentiment analysis mod-
els for aspect-level have recently been introduced attention
mechanism to models and achieved great results [17]–[20].
Both industry and academia have realized the importance
of the aspect-level sentiment analysis, and made attempts to
model the relationship by designing a series of attention mod-
els [21]. However, there are some defects in the traditional
aspect-level sentiment analysis models. On the one hand, it
uses the conventional LSTM as the extractor of hidden state,
and does not consider the influence of the grammar rules [22]
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such as sentiment words, negative words and degree words
on the classification performance. On the other hand, the
attention mechanism is too simple to learn attention informa-
tion well from context and aspect.

In order to address the above problems, we propose an
interactive rule attention network (IRAN) for aspect-level
sentiment analysis. Firstly, our model construct four kinds of
rule extractors, including general extractor, sentiment extrac-
tor, negative extractor and degree extractor, and get the hid-
den state of the corresponding rules from these extractors.
Compared with the traditional aspect-level sentiment analysis
models, our model introduces the external knowledge of
grammar rules to the model so that can learn more gram-
mar information from hidden states. Secondly, we design an
interactive attention mechanismwhich adopts multi-attention
mechanism to learn the mutual information between context
and aspect interactively. This not only makes aspect-level
attention representation contain context information with
grammatical rules, but also makes context attention repre-
sentation towards aspect contain aspect-level attention rep-
resentation and general context representation. Experimental
results on SemEval 2014 Dataset and ACL 2014 Twitter
Dataset demonstrate IRAN can learn effective features and
obtain superior performance over the baseline models.

Our main contributions can be summarized as follows:
1) We propose an interactive rule attention network

(IRAN) for aspect-level sentiment analysis, which has
been proved to be effective to improve the sentiment
analysis performance.

2) We constrain grammar rules in the form of regulariza-
tion and simulate the grammatical functions at the sen-
tence by standardizing the output of adjacent positions.

3) We design an interactive attention mechanism which
adopts multi-attention mechanism to learn the mutual
information between context and aspect interactively.

The remaining of this paper is organized as follows. After
introducing related works in Section 2, we elaborate our
proposed methods in Section 3, and then we perform exper-
imental evaluation in Section 4. Finally, we summarize our
work and give an outlook of future work in Section 5.

II. RELATED WORK
In recent years, many scholars have been conducted sev-
eral researches in the traditional field of sentiment anal-
ysis. Traditional sentiment classification methods mainly
include sentiment classification method based on dictio-
nary and machine learning. Rao et al. [23] propose an effi-
cient algorithm and three pruning strategies to automatically
build a word-level emotional dictionary for social emotion
detection. Tripathy et al. [24] apply four different machine
learning algorithms such as Naive Bayes [25], Maximum
Entropy [26], Stochastic Gradient Descent [27], and Support
Vector Machine [28] to classification of human sentiments.
The accuracy of different methods is critically examined in
order to access their performance on the basis of param-
eters such as precision, recall, f-measure, and accuracy.

Li et al. [29] incorporate such prior sentiment information
at both word level and document level, in order to investigate
the influence each word has on the sentiment label of both
target word and context words.

With the development of deep learning, neural network
has successfully extensive applications in sentiment analy-
sis model [30]–[33]. Wang et al. [34] propose a regional
CNN-LSTM model consisting of two parts: regional CNN
and LSTM, in order to predict the VA ratings of texts.
By combining the regional CNN and LSTM, both local
(regional) information within sentences and long-distance
dependency across sentences can be considered in the pre-
diction process. Zhou et al. [35] propose an attention-based
bilingual representation learning model which learns the dis-
tributed semantics of the documents in both the source and
the target languages, and propose a hierarchical attention
mechanism for the bilingual LSTM network.

However, the traditional sentiment analysis model based
on neural network can only analyze the sentiment of one
topic in the whole document or sentence. To address this
problem, Ma et al. [36] propose a novel solution to targeted
aspect-based sentiment analysis, which tackles the chal-
lenges of both aspect-based sentiment analysis and targeted
sentiment analysis by exploiting commonsense knowledge.
Cheng et al. [37] proposes a semi-supervised method for the
ATSA problem by using the Variational Autoencoder based
on Transformer. The model learns the latent distribution via
variational inference. By disentangling the latent representa-
tion into the aspect-specific sentiment and the lexical context,
the method induces the underlying sentiment prediction for
the unlabeled data, which then benefits the ATSA classifier.

With the increasing expansion of Chinese language on the
Web, sentiment analysis in Chinese is becoming an increas-
ingly important research field. Peng et al. [38] first intro-
duce and summarize the constructions of sentiment corpora
and lexica. Then, they conduct a survey of monolingual
sentiment classification in Chinese via three different classifi-
cation frameworks. Finally, they introduce sentiment classifi-
cation based on the multilingual approach. Recent researches
show that the multi-grained aspect target sequence for
Chinese sentiment analysis has become a research hotspot.
Peng et al. [39] study two fusion methods for such granular-
ities in the task of Chinese aspect-level sentiment analysis.
They formalize the problem from a different perspective,
i.e., that sentiment at aspect target level should be the main
focus. Due to the fact that written Chinese is very rich
and complex, Chinese aspect targets can be studied at three
different levels of granularity: radical, character and word.
Yang et al. [40] proposes a multi-task learning model for
Chinese-oriented aspect-based sentiment analysis, namely
LCF-ATEPC. Compared with existing models, this model
equips the capability of extracting aspect term and inferring
aspect term polarity synchronously. Moreover, this model
is effective to analyze both Chinese and English comments
simultaneously and the experiment on a multilingual mixed
dataset proved its availability.
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FIGURE 1. The framework architecture of IRAN.

III. MODEL OVERVIEW
In this section, we describe the proposed model Interactive
Rule Attention Network (IRAN) for aspect-level sentiment
analysis and IRAN is shown in Figure 1. Firstly, we define the
research task and notations in the model. Secondly, we intro-
duce an interactive rule encoder to extract the rule infor-
mation of context. Thirdly, we introduce a new interaction
attention network, which could interactively learn attention
information from context and target. Finally, we describe the
training of the model and loss function with interaction rules.

A. TASK DEFINITION AND NOTATION
The aspect-level sentiment analysis task aims at analyzing
the sentiment of sentence towards the target. For example,
in the sentence ‘‘This restaurant is not big but very good
environment’’, towards ‘‘restaurant’’ is negative, while the
sentiment polarity towards ‘‘environment’’ is positive.

Here we introduce some notations to facilitate subsequent
descriptions: X c = (xc1, x

c
2, ···, x

c
n) is the input sentence, T

t
=

(x t1, x
t
2, · · ·, x

t
m) is the given target aspect, M ∈ Rd×v is the

word embedding matrix, where d denotes the dimension of
the embedding, and v indicates the number of words involved
in corpus. We input the sentence X c and the target aspect T t

into the word embeddingmatrixM ∈ Rd×v, which can obtain
the sentence embedding Ec = (ec1, e

c
2, · · ·, e

c
n) and aspect

embedding E t = (et1, e
t
2, · · ·, e

t
m). We use Bi-LSTM to get

the hidden state ht of common context for each word:
→

hci = LSTM (
→

cci−1,
→

hci−1, e
c
i )

←

hci = LSTM (
←

cci+1,
←

hci+1, e
c
i )

hci = [
→

hci ;
←

hci ] (1)

FIGURE 2. The framework architecture of interactive rule encoder.

Similarly, we use Bi-LSTM to get the hidden state of
aspects for each word:

hti = [
→

hti ;
←

hti ] (2)

B. INTERACTIVE RULE ENCODER
As we all known, the rules of grammar are very important for
understanding the context. Take Figure 2 for example, in the
sentence ‘‘This restaurant is not big but very good environ-
ment’’, the sentiment distributions at ‘‘This restaurant’’ and
‘‘restaurant’’ should be similar by the preprocessing, the sen-
timent distributions at ‘‘big’’ and ‘‘not big’’ should be oppo-
site, and the sentiment distributions at ‘‘good’’ is enhanced
by the degree word ‘‘very’’. On the basis of these rules,
we define an interactive rule encoder which include four
extractors to simulate this phenomenon. First, we construct
four kinds of rule extractors, including general extractor,
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sentiment extractor, negative extractor and degree extractor,
we get the hidden state of the corresponding rules from these
extractors. Then, we obtain the hidden representation of rules
with the linear change. In the next section, we will explain
in detail the construction of four rule extractors and linear
variation of hidden state.

In order to simulate the grammatical functions of gen-
eral, sentiment, negative, degree words, we regularize the
difference between the predicted sentiment distribution of the
current position, and that of the previous or next positions
in model to control these extractors contain the grammatical
information. We propose four kinds of rule extractors based
on the grammatical phenomenon.

1) GENERAL EXTRACTOR
In the general extractor, if two words in adjacent position
are general words, the sentiment distribution of the adjacent
positions should be similar. We constrain this rule in the form
of regularization and the process can be formulated as follow:

R(gr)i = Relu(Wg · JS(pci ||p
c
i−1) · h

c
i + bg) (3)

where R(gr)i indicates the hidden state with general word
rules in context, Relu is a non-liner activation function, Wg
is the weight matrix and bg is the bias, pci (i.e., h

c
i ) is the

predicted sentiment distribution at state of position i. In par-
ticular, JS(pci ||p

c
i−1) is Jensen − Shannon divergence that

penalizes the disagreement between pci and p
c
i−1. The range of

Jensen−Shannondivergence is [0,1], and the probability dis-
tributions are the same as 0, but the opposite is 1. According
to formula (3), if the adjacent positions are general sentiment
words, the sentiment distribution of the two words should be
very close and the value of Jensen − Shannon divergence
should be close to 0.

2) SENTIMENT EXTRACTOR
In the sentiment extractor, if the input word is a sentiment
word, the sentiment distribution of the adjacent positions will
change, we define this change as sentiment transfer. We con-
struct a sentiment transfer matrix v ∈ Rv×d , and simulate
rules of sentiment transfer by fusing sentiment transfer matrix
with hidden state. The sentiment transfer matrix is obtained
by model self-training. The process can be formulated as
follow:

p(sr)i−1 = pci−1 + vs(xci )

R(sr)i = Relu(Ws · JS(pci ||p
(sr)
i−1) · h

c
i + bs)

(4)

where p(sr)i−1 is the sentiment distribution of the hidden state
at position i after the sentiment transfer, s(xci ) is the prior
sentiment class of word xci , R

(sr)
i indicates the hidden state

with sentiment word rules in context.Ws is the weight matrix
and bs is the bias. If the current position is a sentiment
word, the sentiment distribution of the adjacent position
plusses sentiment transfer distribution will be close to the

current position. And according to formula (4), the value of
Jensen − Shannon divergence should be close to 0. If the
sentiment distribution is far away, the value of the Jensen −
Shannon divergence will increase.

3) NEGATIVE EXTRACTOR
In the negative extractor, if the input word is a negative
word, the sentiment polarity of the adjacent positions will
be reverse, and the rules of negative words are more compli-
cated than sentiment words. Negative words usually reverse
the sentiment polarity in a sentence but sometimes it does
not indicate a negative state, for example, the word ‘‘good’’
reflects positive polarity and ‘‘bad’’ reflects negative polarity,
the word ‘‘not’’ in ‘‘not good’’ and ‘‘not bad’’ have different
rules in polarity change. The former changes the polarity
to negative, while the latter changes to neutral instead of
positive.

In order to simulate the reverse of negative words, we con-
struct a negation matrix k ∈ Rd×v. If the input word is a neg-
ative word, the sentiment distribution of the current position
should be close to that of the next or previous position, which
has been reversed. The process can be formulated as follow:

p(nr)i−1 = pci−1 × kxcj
R(nr)i = Relu(Wn · JS(pci ||p

(nr)
i−1 ) · h

c
i + bn)

(5)

where p(nr)i−1 is the sentiment distribution of the hidden state
at position i after the process of negative matrix. kxcj is the
negative matrix for a negative word xcj , and it is obtained

by model self-training. R(nr)i indicates the hidden state with
negative word rules in context. Wn is the weight matrix
and bn is the bias. And according to formula (5), if the
current word is a negative word, and the sentiment distri-
bution of adjacent position is similar to that of negative
word after the transformation of negative matrix, the value
of Jensen − Shannon divergence will be closed to 0. If the
sentiment distribution is far away, the value of Jensen −
Shannon divergence will increase.

4) DEGREE EXTRACTOR
In the degree extractor, if the input word is a degree word, the
sentiment polarity of the adjacent positions will be enhanced
or weaken. For example, theword ‘‘very’’ in ‘‘very good’’ and
‘‘very bad’’ have different rules in polarity change. The for-
mer changes the polarity to enhance, while the latter changes
to weaken.

In order to simulate the change of degree words, we con-
struct a degree matrix d ∈ Rd×v. If the input word is a degree
word, the sentiment distribution of the current position should
be close to that of the next or previous position, which has
been enhanced or weakened. The process can be formulated
as follow:

p(dr)i−1 = pci−1 × dxcl
R(dr)i = Relu(Wd · JS(pci ||p

(dr)
i−1 ) · h

c
i + bd )

(6)
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FIGURE 3. The framework architecture of Interactive Attention Network.

where p(dr)i−1 is the sentiment distribution of the hidden state at
position i after the process of degreematrix. dxcl is the negative
matrix for a negative word xcl , and it is obtained by model
self-training.R(dr)i indicates the hidden state with degreeword
rules in context. Wd is the weight matrix and bd is the bias.
And according to formula (6), if the current word is a degree
word, and the sentiment distribution of adjacent position is
similar to that of degree word after the transformation of
degree matrix, the value of Jensen − Shannon divergence
will be closed to 0. If the sentiment distribution is far away,
the value of Jensen− Shannon divergence will increase.
We use these extractors to get the hidden state for rule

information and combine it, then make a linear change to
form a hidden representation of the context containing the
rules. The formulas of building context hidden representation
are listed as follows:

hinit =
n∑
s

m∑
i

Ri,s

Ce = Wihinit + bi (7)

where Ri,s is one of these extractors or combination of these
extractors on sentence s, hinit represents the sum of hidden
states for the rules extracted from the context.Ce is the hidden
representation of the rules with the linear change. Wi is the
weight matrix and bi is the bias.

C. INTERACTIVE ATTENTION NETWORK
In the previous section, we obtain the hidden representation
of rules from the rule extractors. In this section, we propose
an interactive attention network which is shown in Figure 3,
and the interaction mechanism is designed to learn attention
representation interactively between target level and context
level attention. We divided this process into two stages which
is described in Figure 3.

In the first stage, we first obtain the hidden state of context
based on Ce. Then we define an aspect-aware function to get
the relationship between each target word and the context
representation. Afterwards, we designed a multi-attention
mechanism to interactively obtain the normalized attention

score of the target and the target attention representation. The
process can be formulated as follow:

Tr =
m∑
i=1

γi · hti

γi =
exp(f (hti , c

c
i ))∑ m

j=1exp(f (h
t
j , c

c
i ))

f (hti , c
c
i ) = relu(Wf · [hti ; c

c
i ]+ bf )

cci =
1
n

n∑
i=1

Ce (8)

where Tr is the target attention representation, γi is the nor-
malized attention score of context towards the target, f (hti , c

c
i )

is the aspect-aware function, cci is the hidden state after
pooling based on Ce, Wf is the weight matrix and bf is the
bias.

In the second stage, we first get the context attention score
based on the target attention representation Tr , then we obtain
the finally attention representation of context towards the
target. The process can be formulated as follow:

Cr =
n∑
i=1

αi · hci

αi =
exp(f (hci ,Tr ))∑ n
j=1exp(f (h

c
j ,Tr ))

(9)

whereCr is the attention representation of context towards the
target, αi is the attention score of the target. Finally, we input
the attention representation Cr into the softmax layer:

y = softmax(Wyxr + by)

xr = relu(WxCr + bx) (10)

where Wy and Wx are the weight matrix, by and bx are the
bias. xr is the sequence representation and y is the predicted
probability distribution.

D. MODEL TRAINING
The purpose of model training is to optimize all the parame-
ters so as to minimize the loss function as much as possible.
In order to maintain the accuracy and correlation of the
model, we construct a new loss function, which consists of
two parts. One part is the rule loss function, and the formulas
are as follows:

Li = −
N∑
i

pi log
∧
pi+λ||θ ||2

∧
pi = softmax(Wihinit + bi) (11)

where pi is the correct sentiment polarity,
∧
pi is the predicted

sentiment polarity for the given sentence, λ is the L2 regular-
ization parameter and θ is the set of all the parameters in our
model. hinit represents the sum of hidden states for the rules
extracted from the context. Wi is the weight matrix and bi is
the bias.
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TABLE 1. Experimental datasets based on SemEval 2014 and ACL
2014 Twitter.

The other part is the original cross entropy loss function,
and the construction process of the whole loss function is as
follow:

loss = −
N∑
i=1

yilog(
∧
yi)+ µ

N∑
i

Li +
1
2
λ||θ ||2 (12)

Where yi is the correct sentiment polarity,
∧
yi is the predicted

sentiment polarity for the given sentence, Li is the rule loss
function.µ is parameter that balances the preference between
the cross entropy loss function and the rule loss function.
1
2λ||θ ||

2 is the Regularization term.

IV. EXPERIMENTS
In this section, we will describe the experimental datasets,
experimental parameters, experimental comparison models
and analysis of IRAN.

A. EXPERIMENTAL DATASETS
We conduct experiments with the datasets of SemEval
2014 task4 and ACL 2014 Twitter to evaluate our model,
the SemEval 2014 Dataset consist of reviews in two cate-
gories: Restaurant and Laptop, the ACL 2014 Twitter Dataset
consist of reviews in one category: Twitter, and the reviews
contains three labels of sentiment polarity: {positive, nega-
tive, neutral}, the number of each sentiment polarity is shown
in Table 1.

B. EXPERIMENTAL PARAMETERS
In our experiments, we use the Glove vector to initialize the
word embedding. All the weight matrices get initial values
from the uniform distributed U (−0.1, 0.1) and all the biases
are set to 0. The learning rate is set to 0.01. The dimension
of the word embedding is set to 300, and the number of the
hidden units is set to 200. In the training, the number of
epoch is set to 30 and the parameter of L2 regularization is
set to 10-5.

C. EXPERIMENTAL COMPARISON MODELS
In order to evaluate the performance of our model,
we selected several frontier models as baseline models,

which include LSTM, AE-LSTM, ATAE-LSTM, PBAN,
IAN, Sentic LSTM, BERT, MN, TNET, MN(+ AS) and
TNET-ATT(+ AS). We use F1-Measure and Accuracy as
evaluation criteria and the experimental comparison results
are shown in Table 2.

LSTM [41]: LSTM regard the last hidden vector as the
representation of sentence and put the last hidden vector into
a softmax layer after linearizing it into a vector, whose length
is equal to the number of class labels.

AE-LSTM [41]: AE-LSTM first proposes aspect embed-
ding, and generates attention vector by combining aspect
embedding with hidden state.

ATAE-LSTM [41]: ATAE-LSTM is proposed based on
AE-LSTM, and append the aspect embedding into each word
vector to take better advantage of aspect information.

PBAN [21]: PBAN proposes a method to model the loca-
tion information of terms in sentences, and use location infor-
mation to get attention weight of words for final sentiment
classification.

IAN [19]: IAN considers the separate modeling of
aspect terms and sentences respectively. IAN is able to
interactively learn attentions in the contexts and aspect
terms, and generates the representations for aspect terms
and contexts separately. Finally, it concatenates the aspect
term representation and context representation for predict-
ing the sentiment polarity of the aspect terms within its
contexts.

Sentic LSTM [36]: Sentic LSTM augment the long
short-term memory (LSTM) network with a hierarchical
attention mechanism consisting of a target level attention
and a sentence-level attention. Commonsense knowledge of
sentiment-related concepts is incorporated into the end-to-
end training of a deep neural network for sentiment classi-
fication.

BERT [42]: BERT uses a bidirectional Transformer net-
work to pre-train a language model on a large corpus, and
fine-tunes the pretrained model on other tasks. The first word
of the sequence is identified with a unique token [CLS], and
a fully-connected layer is connected at the [CLS] position of
the last encoder layer, finally a softmax layer completes the
sentence or sentence pair classification.

MN [43]: MN proposes a method to solve the problem
of target-sensitive sentiment in the above model, and the
analysis can be generalized to many existing MNs as long
as their improvements are on attention α only.

TNET [44]: TNET proposes a component which consists
of L Context-Preserving Transformation (CPT) layers, mean-
while incorporate a mechanism for preserving the original
contextual information from the RNN layer.

MN(+ AS) [45]: MN(+AS) is designed based on MN,
the context attention weight extracts the correct / wrong
prediction for each instance at each iteration, and then mask
this word to continue the iteration.

TNET-ATT(+AS) [45]: TNET-ATT(+AS) is designed
based on TNET, it uses the same technology as MN to deal
with the weight of context attention.
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TABLE 2. Comparison with baselines.

The results of our model and baseline models on datasets
Restaurant, Laptop and Twitter are shown in Table 2, we find
that IRAN has better performance than most frontier models
on Accuracy and F1-Measure, which verifies the effective-
ness of our model.

LSTMmodel has theworst performance among all models,
because it does not consider the influence of aspect term
information on the sentiment polarity of context. The perfor-
mance of AE-LSTM and ATAE-LSTM is better than LSTM
model, because they propose an attention mechanism, which
can focus on different parts of a sentence when different
aspects are used as input. Specifically, ATAE-LSTM appends
the aspect embedding to each word embedding and takes
them as inputs on the basis of AE-LSTM, which could get
more information related to the terms of the aspect. The
performance of IAN is better than ATAE-LSTM, IAN is able
to interactively learn attentions in the contexts and aspect
terms, and generates the representations for aspect terms
and contexts separately. The performance of PBAN model is
better than that of IAN and Sentic LSTM. PBAN not only
concentrates on the position information of aspect terms, but
also mutually models the relation between aspect term and
sentence by employing bidirectional attention mechanism.
The performance of BERT is slightly better than PBAN.
The task-specific BERT design is able to represent either
a single sentence or a pair of sentences as a consecutive
array of tokens. For a given token, its input representation is
constructed by summing its corresponding token, segment,
and position embeddings. The performance of MN model
is only better than that of LSTM, and MN proposes the

target-sensitive memory networks (TMNs) to address the
problem which is referred to as target-sensitive sentiment.
TNET proposes a component to generate target-specific rep-
resentations of words in the sentence, meanwhile incorporate
a mechanism for preserving the original contextual infor-
mation from the RNN layer. The performance of TNET is
better than that of PBAN on dataset Laptop, but worse on
dataset Restaurant. MN(+AS) and TNET-ATT(+AS) are
improved on the basis ofMNandTNET,which propose a pro-
gressive self-supervised attention learning approach. At each
iteration, the context word with the maximum attention
weight is extracted as the one with active/misleading influ-
ence on the correct/incorrect prediction of every instance,
and then the word itself is masked for subsequent itera-
tions. TNET-ATT(+AS) performs better than TNET and
achieves an improvement of 0.84 points, 1.08 points and
1.62 points on Restaurant, Laptop and Twitter datasets on
Accuracy, and achieves an improvement of 1.63 points,
2.09 points and 2.64 points on F1-Measure. IRAN shows
the best performance on restaurant and Twitte r datasets and
achieves an improvement of 0.43 points and 0.17 points than
TNET-ATT(+AS) on Accuracy, it also achieves an improve-
ment of 2.12 points and 0.15 points on F1-Measure. But it is
worse than that of TNET-ATT(+AS) on Laptop dataset, its
performance on Laptop dataset is 2.70 points lower than that
of TNET-ATT(+AS) on Accuracy, and 3.63 points lower on
F1-Measure. In IRAN, we combine the grammar rules with
model in the form of constraints, and simulate the linguistic
functions at the sentence by standardizing the output of adja-
cent positions, which integrate external knowledge into the
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FIGURE 4. The influence of the balance coefficient µ on accuracy.

FIGURE 5. The influence of the balance coefficient µ on F1-Measure.
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FIGURE 6. The accuracy of the IRAN (interactive rule encoder) and IRAN (LSTM) on three datasets Restaurant, Laptop and Twitter.

model to improve the performance. Meanwhile, we construct
a new interaction attention network, which could interactively
learn more information from context and target.

D. ANALYSIS OF IRAN
In this section, we design a series of experiments to demon-
strate the effectiveness of IRAN. Firstly, we research the
influence of balance coefficient µ in formula (12) on the
performance. We obtain the hidden state with grammar rule
information with rule encoder, then take the hidden state
as input to obtain the aspect attention representation which
obtains grammar rules, and finally we obtain the context rep-
resentation with grammar rules toward aspect. The influence
of the balance coefficient µ on Accuracy and F1-Measure are
shown in Figure 4 and 5.

As shown in Figure 4 and Figure 5. IRAN shows the
best performance of Restaurant dataset, Laptop dataset and
Twitter dataset on Accuracy and F1-measure when the bal-
ance coefficient is 0.4. We find that the curve of accuracy
rate shows an upward trend before 0.4, then gets the optimal
value at 0.4 and starts to decline after 0.4. The curve of
F1-measure value falls first and then rises before 0.4, then
obtain the optimal value at 0.4 and starts to decline after 0.4.
We combine the grammar rules with model in the form of
constraints, it will improve the performance of the model to
a certain extent but it does not fully play a part. Verified by
the above experiments, themodel shows the best performance
on Accuracy and F1-measure when the balance coefficient
is 0.4. In order to further verify the influence of grammar

TABLE 3. The experimental results with different grammar rule extractors
on accuracy.

rules on model, we design six models to demonstrate the
effectiveness of grammar rules. The six models are SAN,
NAN, DAN, SNAN, SDAN and NDAN. SAN model, whose
structure only contains sentiment extractor and others is
similar with RAN. NAN and DAN models are similar with
SAN, which structure only contain negative extractor and
degree extractor. SNANmodel is different from SAN, and the
difference between these two models is that SNAN contains
two extractors which are sentiment extractor and negative
extractor. SDAN and NDAN models are similar with SNAN.
The experimental results which the balance coefficient is
0.4 are shown in Table 3 and Table 4.

As shown in Table 3 and Table 4, SAN shows the
best performance which only contains a single grammar
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FIGURE 7. The F1-Measure of the IRAN (interactive rule encoder) and IRAN (LSTM) on three datasets Restaurant, Laptop and Twitter.

FIGURE 8. Visualized attention weight of sentence and aspect terms.

TABLE 4. The experimental results with different grammar rule extractors
on F1-Measure.

rule extractor. The main reason is that sentiment words have
the greatest impact on the performance of the model. The

performance of DAN is slightly higher than that of NAN, and
the main reason is that degree words appear more frequently
in sentences than negative words. SDAN shows the best per-
formance which contains two extractors. The main reason is
that SNAN contains sentiment extractor and degree extractor
have the greatest impact on the model. The performance
of SNAN is slightly higher than that of NDAN, and main
reason is that the sentiment words appear more frequently in
sentences than degree words.

To further verify the performance of the grammar rule
extractors, we design conventional LSTM instead of the inter-
active rule encoder, and verify the model by comparing the
results of accuracy and F1-Measure on three datasets.

As shown in Figure 6 and Figure 7, the performance of
IRAN with interactive rule extractor is better than that with
conventional LSTM. This is because interactive rule encoder
fully considers the influence of grammar rules in sentences,
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and simulates the grammatical functions at the sentence by
standardizing the output of adjacent positions.

In order to obtain a deeper understanding of IRAN.
We visualize the focus of the target words and context words
in Figure 8, the darker color means the higher attention.

As shown in Figure 8, the sentence ‘‘The restaurant is small
but very good service’’ contains two aspects ‘‘restaurant’’ and
‘‘service’’, but the weight of the context word is different for
each aspect word. For example, in terms of the aspect ‘‘restau-
rant’’, ‘‘small’’ received the highest attention, ‘‘good’’ got a
lower level of attention. It effectively avoids the influence
of other sentiment words on itself, and pays attention to the
sentiment words related to itself. This is because IRAN using
an interaction attention network to learn attention information
from context and target.

V. CONCLUSION AND FUTURE WORK
In this paper, we propose an Interactive Rule Attention Net-
work (IRAN) for aspect-level sentiment analysis. The main
idea of IRAN is to build a grammar rule encoder, which sim-
ulate the linguistic functions at the sentence by standardizing
the output of adjacent positions. Moreover, IRAN adopts
multi-attention mechanism to obtain attention representation
between target level and context level attention. Experimental
results on SemEval 2014 Dataset and ACL 2014 Twitter
Dataset demonstrate that our proposed models can learn
effective features and obtain superior performance over the
baseline models. In the future work, we will devote to address
the defect of the attention mechanism, which is that a few
frequent words with sentiment polarities are tend to be over-
learned, while those with low frequency often lack sufficient
learning.
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