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ABSTRACT Generally, routing techniques are essential for Wireless Sensor Networks (WSNs) to deliver
data packets to their destinations (also known as sinks). For a practical application, sensors are deployed to
monitor environmental changes and events. Most WSNs detect specific events in their specific environments.
But, different WSNs may monitor different events with different sensors in the same area. For example,
a smart-home WSN deploys thermal sensors/meters to measure indoor and outdoor temperatures, body-
temperature sensors to detect thief intrusion, etc. Also, in the underlying house, there is a health WSN which
utilizes physiological sensors to monitor patients’ health condition. In other words, several WSNs of different
purposes co-exist in the same geographical area. Currently, each WSN’s data delivery is independent from
others’. Basically, if all sensors in such a multi-WSNs environment can share their routing paths/nodes and
relay event packets for other WSNs, the delivery efficiency can be enhanced since many more sensors can be
found there for packet relay. Consequently, the transmission energy can be reduced since energy consumed
for wireless transmission is proportional to d* where d is the transmission distance between sender and
receiver. Therefore, in this study, we propose an energy saving routing mechanism, named Energy-Efficient
Cooperative Routing Scheme for Heterogeneous Wireless Sensor Networks (EERH for short), in which
several WSNs deployed in the same geographical environment form a heterogeneous sensor network and
sensors relay packets for its own WSN and also for other WSNs. Routing paths are dynamically established
according to the transmission directions of event packets and the residual energy of the underlying sensors
and their neighbors. In addition, the packets routed to the same direction by the same sensors are aggregated
to save delivering energy. Moreover, the network parameters of the EERH, like propagation delay of an event
packet and the transmission distance of a sensor, are adjustable so as to satisfy the practical environment
needs. Simulation results show that the EERH efficiently extends the lifetime of a heterogeneous WSN.

INDEX TERMS Wireless sensor networks, heterogeneous wireless sensor networks, energy efficient,
cooperative routing.

I. INTRODUCTION

In recent years, Wireless sensor networks (WSNs) have been
popularly applied to monitor our environmental changes and
events. When a sensor detects the occurrence of an event,
it produces event packets and delivers it to notify the corre-
sponding sinks, from which system administrators can realize
the real situation of the monitoring environment and then
react properly. However, sensors are often deployed to detect
specific events [1]. In other words, different WSNs utilize
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different sensors to detect different events. But sometimes,
several WSNs co-exist in a geographical area [2], [3]. For
example, a smart-building WSN [4] prepares sensors to detect
human movement or body temperature for turning on/off
corridor lights. Another WSN is deployed in this building
to detect indoor temperature for controlling air condition-
ers. Further, if this building is a hospital, many sensors are
utilized to monitor patients’ physiological conditions [5].
In fact, these co-location WSNs together form a heteroge-
neous WSN.

Currently, routing paths of different WSNs are mutu-
ally independent, meaning that different WSNs route their
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own packets through their own routing paths and sensors.
On receiving a packet belonging to other WSN, a sensor
drops this packet without relaying it to the corresponding
sink. In fact, if sensors can forward receiving packets for other
WSNss, basically, the routing efficiency will improve since
many more sensors can relay packets in this heterogeneous
WSN, thus shortening the distance between two neighbor
sensors and then increasing the sensor density of this mon-
itoring environment. The shorter the distance d, the lower the
consumed packet-transmission energy E where E = f(d?).

On the other hand, if a sensor forwards all the packets it
receives toward their sinks, due to wireless broadcast, lots
of redundant packets of the same one will flow in the net-
work. We call this phenomenon packet storm or broadcast
storm which wastes a great amount of energy for unnecessary
redundant transmissions. Further, if no sensors inform sinks
of an occurred event in time, the problem solving efficiency of
the monitoring system is then poor. Generally, this efficiency
is an important factor when evaluating the performance of a
monitoring WSN [6].

Moreover, energy support is one of the key concerns of
WSNs. Usually, sensors are small in size. If their energy is
provided by batteries, the amount is often limited. We may
design energy-efficient mechanisms for sensors, or design
specific hardware to harvest energy from other equipment or
from environment. Of course, designing such hardware takes
time.

Therefore, in this study, we propose an energy saving
routing mechanism, named Energy-Efficient Cooperative
Routing Mechanism for Heterogeneous Wireless Sensor Net-
works (EERH for short), in which WSNs deployed in the
same geographical environment form a heterogeneous sensor
network and sensors relay packets generated by its own WSN
and other WSNs. The routes for packet delivery are deter-
mined dynamically according to the transmitted directions of
events as well as the residual energy of underlying sensors
and their neighbors. Also, those packets routed to the same
direction by the same sensor are aggregated as one to save
delivering energy and efficiently notify the corresponding
sinks. Simulation results show that the EERH efficiently
extends the lifetime of a heterogeneous WSN. Thus, the mon-
itoring system can live longer and the sinks are able to receive
many more event packets. Our previous research results are
published in [7]. In the following, we use path and route inter-
changeably, even though someone defines them differently.

The rest of the paper is organized as follows. Section 2
describes background and related studies of this paper.
Section 3 introduces the EERH in detail. Simulation results
are evaluated and discussed in Section 4. Section 5 concludes
the paper and outlines our future studies.

Il. RELATED STUDIES

Lots of researchers pay attention to energy efficiency
of sensors because their energy is often limited due
to powered by battery. To reduce energy consumption,
Agarkhed et al. [8], [9] classified events and assigned
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priorities to them. Event packets are sent following their
priorities. A lower-priority packet may wait and aggregate
with later packets of higher priorities. In other words, event
notification efficiency and energy consumed for packet deliv-
ery are their main focuses.

For heterogeneous wireless sensor networks, Mohammed
and Elrahim [10], Liu et al. [11], and Singh et al. [12] pro-
posed cluster-based routing protocols for balancing energy
consumption among sensors. Sensors of a cluster elect their
head to cooperate packet collection and delivery. Neverthe-
less, such an election consumes lots of energy and a packet
may pass through many more hops before arriving at the
sink. The heterogeneous WSNs in these studies show that
sensors with different capabilities are due to carrying differ-
ent amount of energy. On the other hand, a heterogeneous
WSN consists of several mutually independent WSNs, each
of which has its own responsibility. Thus, the sensors and
sinks deployed by different WSNs are unrelated. In fact,
the heterogeneity in these studies represents that sensors with
different responsibilities sense different types of events.

Alromih and Kurdi [13] chose an optimal node by collect-
ing statuses of its neighbor sensors for packet delivery so as
to reduce relaying costs. However, sensor statuses need to
be collected periodically from the entire monitoring environ-
ment and the newest information requires to be maintained.
Both consume some amount of energy.

Cheng et al. [14] presented that end-to-end energy
costs and network lifetime cooperative routing are greatly
restricted if the cooperative transmission model is not well
designed. So they explore a two-stage cooperative routing
scheme to improve routing energy efficiency and prolong the
network lifetime by designing a core helper to determine the
helper set for cooperation, formulating the two-stage link cost
and selecting the optimal helper set to optimize the link cost.
They also proposed a distributed two-stage cooperative rout-
ing (TSCR) scheme to minimize the end-to-end cooperative
routing costs.

Dung and An [15] introduced a stability-aware cooperative
routing scheme in multi-rate mobile ad-hoc wireless networks
to provide high data transmission via stable and reliable
routes. Their main features and contributions include using
a cross-layer scheme which contains network layer, MAC
layer, and physical layer, selecting a stable routing path as
the main routing path, choosing relay and appropriate data
rate based on RSSI, PHY delay and MAC delay and deriving
mathematical models for investigating the tradeoff between
point-to-point transmission rates and the corresponding effec-
tive transmission ranges. However, their focuses are not
energy efficiency and lifetime of a heterogeneous WSN.

Jamalipour and Ma in the book [16] introduced that design-
ing a cooperative routing algorithm can lead to energy sav-
ings. A minimum power cooperative routing method, which
is a distributed cooperative routing algorithm, has been pro-
posed to choose minimum-power routes. This method also
guarantees network QoS. Authors further mentioned that
by jointly exploring the problem of contention avoidance
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among multiple links in MAC layer and routing path selec-
tion in a network layer, a distributed cooperative routing
scheme based on the concept of virtual node and virtual
link can achieve the total transmission power savings for
multi-source multi-destination multi-hop wireless networks.
However, their description is on route selection, rather than
relaying packets in a heterogeneous WSN.

Bosch et al. [17] presented that basically, management
and control in wireless communication are almost mutually
independent from each other, leading to poor resource usage,
performance and service guarantees. They also claimed that
orchestration among technologies can solve these problems
and then further presented the general challenges on the man-
agement of heterogeneous wireless networks, overviewed
state of the art commercial and scientific solutions and
showed their strengths and weaknesses. Authors also dis-
cussed current status and future challenges that are still
waiting for providing full seamless heterogeneous wireless
network management.

Khalifa er al. [18] integrated two heterogeneous wireless
technologies (such as WiFi and cellular 3G/4G) to provide
reliable and fast communication among the primary and sec-
ondary distribution base stations. This integration enables the
transmission of data packets of different types over two radio
interfaces, making these interfaces play the role of a data pipe
and observe the applicability and effectiveness of employing
heterogeneous wireless networks (HWNs) so as to achieve
the desired reliability and timeliness requirements of future
smart grids. Their findings reveal that HWNs can be a viable
data transfer option for smart grids.

To establish an energy-efficient routing path,
Liu et al. [11], [19] considered the residual energy of sensors
and the distance between sensors and sinks to prolong the
lifetime of their WSN. Moreover, to help sensors to know the
statuses of their neighbors, in the routing system proposed
by Singh and Al-Turjman [20], a sensor attaches its current
statuses to the packets sent to neighbors when it would like to
communicate with its surrounding nodes. Sharma et al. [21],
[22] shared a node’s working history with its neighbors. Thus,
a node can realize the statuses of its nearby sensors.

To lower energy consumption for transmissions, Israr and
Awan [25] introduced the influence of data aggregation on
energy consumption. The purpose is also reducing data trans-
mission energy.

Our study aims at efficiently routing event packets to their
sinks. In our monitoring environment, a sensor belonging to
WSN A is able to relay packets generated by sensors of WSN
B, meaning that neighbor sensors cooperate with each other to
transmit packets even though they are responsible for sensing
different events for different WSNs, e.g., a sensor utilized
to detect body temperature for turning on/off corrido lights
is able to relay packets carrying a patient’s blood pressures,
implying that these WSNs’ network transmission protocols
need to be the same, like TCP or UDP. Before transmitting a
packet, residual energy of neighbor sensors and their statuses
are addressed, attempting to transmit the packet to the best
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neighbor so as to improve energy efficiency for data transmis-
sion. Moreover, we aggregate packets and choose the relay
sensors near the sink so that energy consumed for delivering
an event packet will be less. In the following, event packets
and packets are used interchangeably.

Ill. THE ARCHITECTURE OF THE EERH

We first describe the network settings/environment of the
EERH, and then present the operation timings of this system.
At last, the cooperation among WSNss is introduced.

A. NETWORK SETTINGS/ENVIRONMENT

Assuming that in a monitoring environment, there are n sinks,
K = {kjli =1, ..., n}, for event collection, and m sensors,
S = {sjli =1, ..., m}, for event detection and data trans-
mission. Each sensor knows its residual energy as well as
the locations of itself and all sinks. Also, there are p types of
events, E = {eylh =1, ...,p}. Ingeneral, m > n, p. Letkr;
and sr; j, be the parameters of sink k; and sensor s; on events of
type ey, respectively. If sink k; is able to collect events of type
e, e2, and e3, we call that k; is responsible for events of type
e1, ey, and e3 and then kr; | = kr;» = kr; 3 = 1. That is, event
packets of type e, may send to sink k;, h = 1, 2, 3. If kr; j, =0,
event packets of type e, would not send to k;. When sensor
s; has the ability to detect an event of type ej, we call that s;
is responsible for event of type ey, and thus srj, = 1. When
srjp = 0, s; is irresponsible for detecting events of type ej.
In this study, as shown in (1).

ZZ_I kripn>1, Vki €K, Ven€E )

indicates that k; can receive at least one type of event packet.
As listed in (2),

> sn=1 Vs eS Ve, € 2)

means that s; can detect only one type of event. Moreover,
each type of event has at least one sink as shown in (3).

Ufen |krin =1, V(ki,en) € (K,E)} =E 3)

In this monitoring environment, when a sensor detects the
occurrence of an event, a packet of this event type will be
generated and then sent to the nearest sink of this event.
But if the route between the sensor and the nearest sink is
unconnected or indirect [23], e.g., owing to the fact that some
sensors along the nearest path have exhausted their energy,
the destination sink may be one a little farther away.

The energy consumed by a sensor network includes detect-
ing events, receiving packets, aggregating packets and trans-
mitting packets to sinks. Among these activities, the energy
consumed for transmitting event packets are much greater
than that consumed by the other three sensor activities [24].
The reason is that transmission amplifiers consume more
energy. Our main objective is to prolong the monitoring
lifetime of a heterogeneous WSN by reducing the energy
consumption for packet transmissions.
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FIGURE 1. An example of our network environment. Different colors of
sensors and sinks are responsible for different types of events.

Fig. 1 shows an example of our network environment,
in which sinks and sensors of the same color (different colors)
are responsible for the same type (different types) of events,
i.e., they belong to the same WSN (different WSNs).

B. DETECTION AND LISTENING PERIODS

In the EERH, as shown in Fig. 2, the time line of a sensor is
logically divided into rounds, also called time slots. A round
consists of a detection period and a listening period. In the
former, sensors detect events, while in the latter, sensors listen
to its neighbors for receiving packets that will be relayed
to sinks. The lengths of different rounds are the same. The
detection periods (listening periods) in different rounds are
of the same length.

Fig. 3 shows an example of hot region and sub-hot region
for event detection and announcement. When the sensing
range of a sensor is r, the transmission range should be longer
than 2r. Thus, we name the yellow region and gray region
as hot region and sub-hot region of event E(, respectively.
In the hot region of Eg, the surrounding sensors can detect
the occurrence of Eg. In addition, the sensors in the same hot
region can receive the packets transmitted by others because
the distance between each pair of sensors is less than 2r.
On the contrary, a packet sent by a sensor in the sub-hot
region of Eyp may not directly receive by the sensors in this
hot region, and vice versa. In this work, when an event e
occurs, if s; is in event e’s hot region, s; will find e and
announce it. Because the sensors in e’s hot region can hear
the announcement issued by other sensors, this can avoid
transmitting duplicate event packet of the same everL)

In Fig. 4, the angle 6; between the two arrows S15> and
SoSink; is larger than 90° and the angle 6, between the two
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FIGURE 2. The time line of a sensor is logically divided into rounds of the
same length and a round comprises a detection period and a listening
period.
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FIGURE 3. Hot region for event detection and announcement.

— —
arrows SS3 and S3Sink; is smaller than 90°. Assuming that
S» has received a packet Py which will relay to Sinkp, Sy
has detected the occurrence of Event; and then sends packet
P; toward Sink; through S;. Since the angle 0; is larger
than or equal to 90°, we consider that Py and P; are sent
to different directions. On the contrary, if S3 has received a
packet P3 which will relay to Sink; and now it receives packet
P, from Sg due to discovering Evnet;, since P; is sent toward
Sinks (not shown) via S3 and the angle 6, is smaller than
90°, we consider that P, and P3 are transmitted to the same
directions. It means that 90° is the threshold. Because when
the angle is smaller than 90° and S3 aggregates P, and P3
together as one and forwards them, P, will also come close
to Sinks.

Following the hot region illustrated in Fig. 3, we show
the hot region for an event packet transmission in Fig. 4 as
an example. The region surrounded by orange dashed lines
is the hot region for transmitting event packet P, owing
to discovering the occurrence of Event, to Sink, because
all sensors in this region can receive P, for the announce-
ment of Event,. When the sensors in sub-hot region relay
P>, Event, may have more than one transmission paths
because some sensors may individually transmit P due
to unknowing the real transmission situation. If we want
to eliminate the duplication of P in this sub-hot region,
the transmission power of a sensor should be strength-
ened to inform farther sensors. Hence, the energy consump-
tion for transmitting P> and other event packets will be
higher.
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FIGURE 4. Hot region and sub-hot region for transmitting event

packet P,. The angle 9; between the two arrows S; S, and S, Sink, is
_—

larger than 90° and the angle 6, between the two arrows S,S; and

S3Sink, is smaller than 90°.

The packet forwarding procedure of the EERH is that when
a sensor receives n packets, Pkt(z) ={p;li = 1,2,...n},
in round ¢, if h packets, P(r) ={p’;j = 1,2,....h}, 1 <
h < n, are transmitted to the same direction, the & packets
are then aggregated into one and forwarded. Let CDJ’., CT;,
CRj’. ,and CAJ’. be the energy consumed, respectively, for event
detection, data transmission, packet receiving, and packet
aggregation, by s; during time slot 7. Let Ej’ be the residual
energy of sensor s; in time slot ¢ as

t_ opt—1_ o o r t
E/ = E[”' — CD} — CT} — CR} — CA!,
EM' > El > 0&sj € § 4

wheret =1,2, ..., Ej0 = Bl i the full energy of a sensor
when ¢+ = 1. If the energy possessed by a sensor is 0, this
sensor can no longer monitor the environment. Moreover,
all sensor networks aim to inform sinks of the occurrence
of events. When more than ratio p events are uninformed,
we consider that the lifetime of the sensor network ends.
We would like to maximize the lifetime of environmental
monitoring, e.g., T, subject to that the number of uninformed
events is less than ratio p as (5).

Objective : Maximize T defined as the number of
uninformed events which is less than the

ratiopwhenu xt <T (@)

where ¢ and u are the number of rounds and time duration of
each round, respectively.

C. COOPERATION AMONG NETWORKS

In the EERH, three items are taken into account, including
the energy balance among sensors, sensor parameters on QoS
and propagation delays of event packets. To achieve this,
a sensor maintains statuses of neighbors in its relaying list
with which to determine when to announce a detected event
(i.e., transmitting an event packet P), or when to send a receiv-
ing/relay packet P, e.g., at time ¢ which is called delivery time
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FIGURE 5. The state diagram of a sensor.

point (DTP) of P, no matter whether P is an announcement
packet or a relayed packet. The waiting time (WT) before
transmitting P is defined as

WT = DTP — current system time.

To avoid transmitting duplicate packets, the underlying
sensor in the WT keeps listening to its neighbors for receiving
packets from them. If in the listening period, it receives a
packet, e.g., Q, which is sent to the same direction with P,
from one of its neighbors, it ignores the waiting time and
determines a new DTP, of course a new waiting time WT” for
P and Q. Otherwise, when WT expires and the sensor has not
received any packets which are sent to the same direction with
P, the sensor appends its residual energy to P and transmits P
to its neighbors in the transmission direction of P.

Fig. 5 shows the corresponding state diagram of the EERH,
in which events are detected periodically and event packets
are transmitted dynamically. In order to have uniform periods
among sensors, we should synchronize the sensors in this
environment by sending a synchronous signal periodically.
The sensors in the center area of this environment, e.g., those
surrounded by the red dotted line in Fig. 1, take turns for
sending the synchronous signal.

1) EVENTS DETECTED IN DETECTION PERIOD

An event packet carries event information, including event
location, constrained time point (CTP) and type of this event,
with which system administrator can realize where the event
is, and what has happened. CTP is an abstract time point,
before which the corresponding event packet should arrive at
its sink. Assume that there is an event e, which is sensed by
s; and the corresponding event packet Pp; is sent to sink k;.
Let CTPy, ; be event ej,’s CTP. Therefore Py, ; should arrive at
k; before CTPy,, ;.

CTPy; =DCyp +DTPyj+ ¢ (6)

where DTPy, j is an absolute time point when e, is detected by
sj, € is the error parameter of the monitoring system showing
the synchronous difference between s; and k;, and DC}, as
the delay constraint assigned to event type ej beforehand is
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defined as the maximum endurable packet delivering time
duration from the time point when s; detects e, to the time
point when P, ; arrives at k;.

When detecting the occurrence of an event, sensor sj,
before sending the corresponding event packet Pp; to its
neighbors, needs to determine the waiting time WA;. The
propose is to avoid collision of announcements and to rise
the shooting opportunity for the sensor having more energy
and shorter distance away from sink k;.

D;;/D
WA; = —— x PD; @)
Ej

where D is the diameter (i.e., the longest geographical dis-
tance along the routing path between two arbitrary sensors) of
the environment, D; ; is also the geographical distance along
the routing path between s; and k;, E; represents the residual
energy of s; and PD, is the residual time in present detection
period. Sensor s; appends the value of E; to Py ; before it
delivers Py ;. In this study, a sensor with a shorter distance
away from the sink is given a higher priority to shorten the
time required to deliver an event packet. In other words, in (7),
the shorter the distance D;j, the shorter the waiting time
WA;. Further, the larger the Ej, the shorter WA; because the
sensor having more energy can relay many more packets. The
purpose is balancing the energies among sensors in this envi-
ronment, thus prolonging the lifetime of this heterogeneous
WSN.

The waiting time is also proportional to the residual time
of current detection period PD,. The reason is that we wish
the event announcement to be forwarded by the underlying
sensor in this detection period. It is also the semantics of (7).
However, when the residual time is quite short, the event
announcement may fail due to packet collision with other
packets transmitted by neighbor sensors, meaning they are
mutually in each other’s hot regions. The sensor s; infers
packet collision if it does not receive this event packet relayed
by one of its neighbors in the next listening period. In this
case, s; will announce this event again in next detection
period.

Moreover, to avoid the occurrence of packet storm, after
receiving P, if s; receives P again before it forwards the first
receiving P to k;, then s; abandons this announcement since
one of its neighbor, e.g., s,,’s waiting time before forwarding
P is shorter than the waiting time that s; calculates. Aban-
doning the announcement of this event by s; can prevent P
from being redundantly transmitted among these neighboring
sensors, i.e., the event packet P will be forwarded by s,
instead of by s;.

2) RELAYING PACKET IN LISTENING PERIOD

In a listening period, on receiving an event packet P, s; will
relay P to one of its neighbors which is on the route toward
the corresponding sink, e.g., k;, but not immediately since
s;’s surrounding sensors belonging to underlying WSN or
other WSNs may be also relaying an event announcement
packet, denoted by Q, Q # P, toward the same direction with
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P. It is better for s; to aggregate P and Q as one which is
then forwarded, consequently saving some amount of energy
when delivering P and Q together. Therefore, P’s WT before
it is delivered, denoted by WR;, by s; is calculated as
min(Di) j) / D

(Ej + YER}) x C; x R;
where D as mentioned above is the diameter of the working
environment, D; ; is the distance between s; and k;, E; (ER;) is
the residual energy of s; (s;’s all neighbors in s;’s hot region),
y as the level of neighbors’ importance is determined by
the underlying monitoring system, C; is current number of
packets that will be aggregated by s;, R; represents the number
of time slots/rounds that the earliest packet has waited to
be aggregated by s; and PR is the residual time in present
listening period.

Let XT; j be the expected relaying time of an event packet
sent by s; to sink &;.

WR; = xPR/w, Vi<i<n (8)

XT,'J' = Di,j/2r (9)

where 2r is the minimal transmission range of a sensor in
the environment, as mentioned in the description of Fig. 3.
In other words, the value of X7 ; is also the maximum number
of relaying steps (i.e., number of hops) through the shortest
path between s; and k;. Let ¢ and Z be current time and size
limit of a packet. Let size(P) be the size of an aggregate
packet P. Among all events aggregated in P, the CTP of P
follows the CTP of the packet with the nearest CTP, e.g., event
packet P; ; where

CTP;; = min{CTPy, ;| CTP},; is the CTP of event packet
Py i and Py, ; is one of the packets aggregated in P transmitted
toward the direction of sink k;}

and if the CTP, ; satisfied

CTP;; <2XT;; +t (10)
then P’s w in (8) is 2; else if the size(P) satisfied
size(P) <0.5x Z, forZ > 4K (11

meaning that P can still aggregate many more event packets,
then P’s w in (8) is 0.5 to prolong the WR;; in all remaining
cases, P’s w is 1. An aggregate packet Q with w = 2 has
higher delivery priority than that with w = 1, aiming at
shortening the waiting time of Q to avoid the embarrassment
of Q° CTP. Note that, if P is not the packet sent to sink
ki, D;j = oo. When both E; and ER; are higher, the WR;
is shorter. Since s; and its neighbors possess more energy,
they are able to relay many more packets. It is also one of
the methods to balance the energy among sensors. Further,
the larger the C; and the larger the R;, the shorter the WR;
since the former (i.e., about Cj) is to avoid aggregating too
many packets. The probability that a long packet collides with
other packets is high. The latter (i.e., about R;) is to prevent a
packet from being stuck by s; for a long time.

When the waiting time is up and s; does not receive
any related packets, it aggregates all packets, that have ever
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received and need to deliver toward the same direction, as one
and then forwards the aggregated packet to its neighbors.
To avoid redundant transmissions, when s; receives one that
exists in its relaying list, it drops this packet. If the waiting
packet includes more than one event packet, the newly arriv-
ing packets then wait for next listening period and may aggre-
gate again. The aggregation can reduce the size of transmitted
data, denoted by pyy;, as

v
Pou=(0=8x)  pi v>1 (12)

where p; is the size of the ith aggregated packet; v is the total
number of aggregated packets; § is the aggregation factor, 0 <
8 < 1. Because the size of an aggregate packet is smaller than
the total size of all aggregated packets, the energy consumed
is lower.

In order to improve the calculation accuracy of wait-
ing time, when a sensor receives packets from neighbors,
it updates its records of the receiving packets and the residual
energy of neighbors so as to maintain the statuses of these
neighbors.

IV. EVALUATION AND DISCUSSIONS

This section evaluates the EERH and two heterogeneous
schemes named DEEC [12] and M-LEACH [10]. M-LEACH
as a cluster-based system has two versions, i.e., the
MI1-LEACH and M2-LEACH. The difference between them
is head-election policies. The frequency of cluster head elec-
tion in M2-LEACH is higher than that in M1-LEACH. The
DEEC is also a cluster-based mechanism, in which sen-
sors take turns to be the cluster heads. Both the DEEC
and M-LEACH elect cluster heads according to the residual
energy of sensors. In addition, these head sensors transmit
packets to other clusters with a higher level of amplified
energy. Fig. 6 shows the routing examples at some snapshots
of the working environment shown in Fig. 1. A star mark
surrounded by a colored circle represents the occurrence of an
event; a triangle mark surrounded by bold green circle indi-
cates that an event packet has been sent to the corresponding
sink.

Moreover, adjacent circles of the same color form the
route, through which an event packet is forwarded to its sink.
Among these routes, the ones with red circles represent that
the transmitted packet along the route is an aggregated one.
The delay constraints assigned to different types of events are
set to 5 (event with color cyan, i.e. DC1 = 5 in (6)), 8 (event
with color blue, DC; = 8) and 10 (event with color pink,
DC5; = 10) rounds. In addition, we set the error parameter
€ in (6) to 1 round, and the level of neighbors’ importance y
in (8) to 0.5. When the time point, at which a sink is informed
of an event, is later than its time constraint, we regard this
case an inefficient notification. In these simulations, the time
duration of a round is set to 2 seconds. The minimal size of an
event packet is 1Kbits. When a packet is longer than 1Kbits,
it is an aggregate packet which arggregates more than one
event packet.
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FIGURE 6. The snapshots of event announcements. (a) The adjacent
circles of the same color form a route, through which an event packet is
forwarded to its sink; (b) the routes with red circles are the paths
transmitting aggregate packets.

We evaluate the energy consumption and the lifetime of
these test schemes. The heterogeneous sensors in the DEEC,
MI-LEACH and M2-LEACH are those with different energy
capacities, while in the EERH, heterogeneous sensors repre-
sent the sensors with different sensing capabilities. For fair
comparison, the total amount of initial energy given to all
sensors in these tested schemes are the same. The number and
locations of sinks (sensors) deployed are also individually the
same. In addition, there are more than two types of events
in each time of simulation. Different types of sensors are
regularly deployed as a grid (please refer to Figs. 1 and 4).

The parameters in the underlying simulation are listed
in Table 1. Sensors know the geographical transmission
distance of an event packet. The amount of amplified
energy is determined by the distance between transmitter
and receiver. For instance, when transmission range is 10m,
the amplifier of a sensor consumes energy 10nJ x 2000 x 10?
to transmit a packet of size 2Kbits. The aggregation factor &
is set to 0.3. The simulation results on energy consumption
are shown in Fig. 7 when event occurrence ratio is 20% and
packet size is 2Kbits. For the cluster-based schemes, the steps
of packet transmission can be reduced [25]. Also, when the
transmission distance is longer, the cluster heads, which are
long, consume much more energy than that required by deliv-
ering the head of an aggregate packet of the EERH. Moreover,
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TABLE 1. Simulation parameters.

Parameter Value
Size of network field 100 mx 100 m
Number of deployed sensors 250 - 500
Packet size 1K-10K bits/pkt
Initial energy for each sensor 500mJ
Energy consumed for election 50n] /bit
Energy consumed for packet 50n]J /bit
transmission or receiving
Energy consumed for packet 5nJ /bit/signal
aggregation/segregation
Energy consumed by the 10nJ /bit/m’
amplifier
Event occurrence ratio 10% - 40%
Aggregation factor, 0 0.3

— EERH
—— M1-LEACH
M2-LEACH
DEEC

400 r

300

200

Average Residual Energy (mJ)

B

0 L ! L 1 1 -
400 600 800 1000 1200 1400 1600 1800
Number of Rounds

FIGURE 7. The energy consumed by sensors on different schemes when
event occurrence ratio is 20% and size of an event packet is 2Kbits.

the cluster-based schemes consume more energy for status
exchange and head election. There are the reasons why the
EERH outperforms the other schemes. It is clear that the
policy of head election influences the energy consumption,
particularly when the number of rounds is high. In long-term
consideration, the EERH is better than the others.

Fig. 8 shows the number of event packets successfully
arriving at their sinks when event occurrence ratio is 30%
and size of an event packet is 4Kbits. The y-axis, denoted
by “Average number of notified events”, only counts the
events which are notified before their CTPs expire. The dotted
lines are the numbers of missed events of different types
when employing the EERH where a missed event may be
a unnotified one or an inefficient notification (i.e., arrival at
its sink but later than its CTP.) Due to generating the same
amount of events, the missed events of DEEC and M-LEACH
can be calculated. But we did show them for simplifying the
figure. When the number of rounds is less than 1000, the
performance of these tested schemes are almost the same.
Their successful event notification ratios are higher than 99%.
When the number of rounds is over 1000, the performance
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FIGURE 8. The monitoring performance of the test schemes. Some events
may be undetected, be detected but event packets do not arrive at their
sinks or late arrival of event packets when event occurrence ratio is 30%
and size of an event packet is 4Kbits. The three dotted lines plot the
missed packets of the EERH only. Note that the total numbers of
produced events of the three schemes are the same.

of DEEC is far less than that of the other two because some
sensors have exhausted their energy, thus unable to detect
events and relay packets. When the number of rounds is
higher than 1300, the number of arrival events of M-LEACH
is less than that of the EERH. The reason is the same.

Since the simulator produces event types and their loca-
tions at random, the numbers of different event occurrences
are similar. Following (8), WR; is type independent, i.e., the
numbers of missed notifications for two arbitrary event types
are similar. Based on the objective of these schemes, shown
in (5), if we limit the ratio of missed events to the value
which is less than 1%, the life time of DEEC and M-LEACH
end when the numbers of rounds are higher than 1000. For
example, the ratios of the DEEC at 1200 and 1400 are 13.5%
(=128/948) and 25.1% (=278/1109), respectively, and those
of the M-LEACH at 1600 and 1800 are 5.3% (=59/1109) and
8.7% (=111/1271), respectively. Note that the total numbers
of events produced for the three test schemes on the same
number of rounds (i.e., x-axis) are the same. Of course, due
to the time that the experiments last, events produced on
different numbers of rounds vary. The higher the numbers
of rounds, the more the produced events. Fig. 8 shows that
when the number of rounds reaches 1600, the total quantities
of missed events and notified events are around 11.1 x 10°
and 12.6 x 104, respectively. The ratio of missed events is still
less than 1%, and the monitoring still works. The key reasons
are that the EERH prevents event packets from long distant
transmission and adopts shorter time-constraint first policy.

Moreover, in the following experiment, sensors are
deployed randomly, instead of regularly as a grid, in the work-
ing environment. Because of random deployment, we double
the number of sensors to avoid the case in which some of them
are isolated from others, i.e., they are mutually reachable.
Randomly deploying sensors incurs some challenges because
the number of packets transmitted along a routing path
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FIGURE 9. The energy consumed by sensors when we double the number
of sensors and sensors are randomly deployed.

increases, thus consuming more energy for packet transmis-
sion and receiving. The probable reason is that the numbers of
sensors in the hot-region for some events are relatively less,
thus causing higher probability of duplicated transmissions
for these event packets. Fig. 9 shows that when the number
of rounds is more than 1200, all the average residual energy
are less than the results shown in Fig. 7. Please compare the
scales of the y-axes of these two figures. In Fig. 9, the EERH
is also better than DEEC and M-LEACHSs. Because the EERH
cooperates the transmission of event packets in different
WSNs and aggregates event packets. Totally, a lower number
of packets is sent, thus consuming less energy.

Note that when the number of rounds is over 1700, marked
with a dotted line, some routes of the DEEC are unconnected
due to out of battery on sensors, resulting in incomplete event
notification. Therefore, the curve is relatively gradual. With
random deployment and twice amount of sensors, when the
number of rounds is over 1680, the curve of the EERH is a
little closer to that of the M-LEACH. In fact, a cluster-based
scheme exploits those head nodes with higher energy since it
is good for transmitting many more packets to a farther sink.

Fig. 10 shows the residual energy of the EERH given dif-
ferent packet sizes which are 1Kbits, 2Kbits, 4Kbits, 6Kbits,
8Kbits and 10Kbits on the ratio of event occurrence which is
20%. Observing a specific number of rounds, for example,
1200, when the size of a packet is larger, the total energy
consumption is lower. This is because a larger packet can
aggregate many more event packets. As shown in (12), the
total size of transmission is reduced, thus lowering the energy
consumed for packet transmission. Nevertheless, following
(10), if an aggregate packet P with the CTP — 7 is less than
two times of expected relaying time where ¢ is current time,
even the size of P is not achieved the limit size, it will be
forwarded to its neighbors. Fig. 10 shows that when the size of
a packet is up to 10K, the performance does not improve. The
probable reasons are that lots of packets are sent out before
their sizes reach 10K, and a longer packet lengthens the
packet’s transmission time. The probability that this packet
is dropped and collided with other packets is then higher.
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FIGURE 11. The energy consumed by sensors on different event
occurrence ratios and different numbers of rounds when the EERH is
employed.

Basically, it is possible that a packet with 2Kbits as its
maximal size may not aggregate information in it, i.e., it
only contains data of one event. But a packet with 1Kbits of
maximal size must carry event data in it, but no aggregation
is possible since the size of an event packet generated by a
sensor is 1Kbits. As shown in Fig. 10, the energy consumed
by 1Kbits packets is much more than that consumed by pack-
ets of 2Kbits or a larger packet size. The EERH aggregates
packets when these packets are sent to the same direction,
even though the aggregate packet contains data bound for
different sinks. Thus the aggregate packet will be segregated
into two or more packets somewhere along current routing
path. When the ratio of event occurrence is less, the aggrega-
tion approach still accelerates event notification and reduces
the energy consumption. If the ratio of event occurrence is
higher, the aggregated data sent to the same sink may be more
efficient.

Fig. 11 shows the simulation results of the EERH on dif-
ferent event occurrence ratios which are 10%, 20%, 30% and
40%. The packet size is 2Kbits. When the occurrence ratio is
risen from 10% to 20%, the increase of energy consumption
is significant. As the ratio is higher than 20%, the energy
consumption rises more sharply.

The propagation time of a packet is the time in which the
packet travels along the path PATH(, i) ={s1, $2, ..., Su—1,
s} from its source node s; to the sink k; (= s,), includ-
ing WAy, >, WR; and )", tt; where n is the number of
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FIGURE 12. The transmission delays of event packets by using the EERH
on different ratios of event occurrence and different maximal sizes of
packets.

transmission along the path from s; to k;, and WA; and WR;
are defined in (7) and (8), respectively. The #7;, is transmission
time from s, to sp41, | < h < n — 1. Note that the
propagation time must be shorter than this event type’s delay
constraint (please refer to (6)). Otherwise, it is an ineffi-
cient notification. In the following, we evaluate the average
propagation time of events during 1000 rounds given differ-
ent maximal packet sizes which are 1Kbits, 2Kbits, 4Kbits,
6Kbits, 8Kbits and 10Kbits and different ratios of event
occurrence which are 10%, 20%, 30% and 40%. In order
to have the propagation time of events unrestricted by their
time constraints, all events are generated with a large time
constraint. Thus, when deriving the waiting time of packets
relaying, the value of w in (8) is always equal to 1 since (10)
will not be satisfied. Fig. 12 shows the results. When packet
size is 1Kbits, the propagation time is longer on higher
event occurrence ratios because more events generate more
packets.

Nevertheless, when the maximal packet size is longer than
1Kbits, the shortest propagation time in average is not on 10%
of event occurrence ratio, e.g., those for 2Kbits and 4Kbits
are on 20% and 40% of event occurrence ratios, respectively.
As the maximal packet size is higher than 6Kbits, because
the number of aggregated packets may achieve the maximum
no sooner after this sensor possesses the first aggregated
packet, the average propagation time on higher ratios of event
occurrence are relatively shorter. For example, when packet
size is 6Kbits, the average propagation time on event ratios
from 10% to 40% is reduced from 13.2 to 8.1 rounds. Other
packet sizes have similar situation, except the case when
packet size is 1Kbits. Now we can conclude that, when the
event ratios are higher, a larger packet size is recommended.

In Fig. 12, the yellow dashed line shows the best cases on
different packet sizes and different event occurrence ratios.
For instance, when the ratio of event occurrence is 20%
(40%), the shortest average propagation time is the case when
the size of packet is 2Kbits (4Kbits).

Therefore, when the propagation time of events is con-
strained to less than 10 rounds, 1Kbits (2Kbits) packet size
is chosen if the event occurrence ratio is around 10% (20%).
If the delay constraint is limited to less than 15 rounds, 6Kbits
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FIGURE 13. The energy consumed by sensors by using the EERH on
different transmission distances (i.e., 10m and 20m) and different
numbers of rounds.

packet size will consume less energy than that consumed by
1 or 2 Kbits packets.

Recall, Fig. 4 shows the hot region and sub-hot region
for event transmissions. When the transmission range, i.e.,
the longest transmission distance, of a sensor is 10m and
sensor s; delivers an event packet P toward P’s sink, the neigh-
boring sensors in s;’s hot region will receive P simultane-
ously. Thus, the duplicate transmissions of P would not occur
among these neighbor sensors. However, the sensors located
in sub-hot region may not receive P because the distance
between s; and each of them is longer than 10m. Hence,
duplicate transmissions may occur for some events when the
energy of sensors in the hot region is less than that of sensors
in the sub-hot region.

Fig. 13 illustrates the experimental results of energy con-
sumption for the EERH on different transmission ranges
which are 10m and 20m. The line denoted by EERH-10M
represents 10m transmission range. In the first 800 rounds,
the energy difference between two arbitrary sensors is
insignificant. Of course, sensor s; in the hot region should
be on one of the shorter paths between events and sinks.
Hence the energy consumption for delivering P will be much
less. In addition, after 800 rounds, the energy consumption
is higher (the curve decreases more sharply) due to duplicate
transmissions of P by sensors in the sub-hot region. Moreover,
after 1300 rounds, the duplicate transmissions are further
serious.

On the other hand, when the transmission distance of
a sensor is 20m, both the neighbors in hot region of the
event and those in the sub-hot region will receive P. Also,
the energy consumption is proportional to d> where d is the
distance between the sender and receiver, meaning the energy
consumed by EERH-20M for transmitting P is 4 times that
required by EERH-10M. As illustrated in Fig. 13, when the
number of rounds is above 1600, the lifetime of the monitor-
ing environment end because lots of sensors have exhausted
their energy. Even though the energy decreasing speed,
i.e., slope of the curve, of EERH-10M above 1300 rounds is
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faster than that of EERH-20M below 1600 rounds, the EERH-
20M does not outperform the EERH-10M. The key reasons
are energy consumption for transmitting a packet P and dupli-
cate transmission of P.

The simulation results demonstrate that aggregating event
packets in a heterogeneous sensor network can reduce energy
consumption for packet delivery. Without exchanging sensor
statuses and electing cluster head, exploiting aggregation
appropriately can help to extend the lifetime of sensors so as
to monitor the underlying environment much longer. More-
over, when using the EERH, we can choose the appropriate
size of event packets and transmission range of a sensor or
adjust the aggregation parameters, including the ratio of event
occurrence and delay constraints of different event notifica-
tions, attempting to prolong the life time of WSNs.

V. CONCLUSIONS AND FUTURE STUDIES
In this study, we propose a dynamic routing scheme, i.e.,
the EERH, in heterogeneous WSNs. Different types of events
are detected by different types of sensors and event packets
sent to the same direction are aggregated before transmitting
these packets to their sinks. Along the transmission paths,
sensors of type A can relay packets of type B. When receiving
apacket, e.g., P, a sensor, e.g., s;’s neighbors help to transmit
P. This may save energy in transmitting P to its sink since for
a specific WSN, the number of sensors that can relay packets
for its events increases. As we know, energy consumption
E for packet delivery is proportional to d> where d is the
distance of wireless transmission. According to our simula-
tions, the EERH prolongs the lifetime of sensors and makes
more flexible relaying chances in a heterogeneous WSN.
Therefore, it efficiently elaborates the sensors in the environ-
ment for detecting and transmitting events, thus effectively
lengthening the monitoring lifetime of networks. Moreover,
when using the EERH, we can adjust its parameters to satisfy
the requirements of the monitoring environment, for instance,
the ratio of event occurrence, and delay constraints of events.
In the future, the security of the EERH will be explored,
like those in [26], [27]. We would also like to derive the
behavior and reliability models for the proposed system
so that users can comprehend the behaviors and reliability
before using it. These constitute our future studies.

REFERENCES

[1] M. G. Alvarez, J. Morales, and M.-J. Kraak, “Integration and exploitation
of sensor data in smart cities through event-driven applications,” Sensors,
vol. 19, no. 6, p. 1372, 2019.

[2] R. Singh, B. K. Rai, and S. K. Bose, ““A joint routing and MAC protocol
for transmission delay reduction in many-to-one communication paradigm
for wireless sensor networks,” IEEE Internet Things J., vol. 4, no. 4,
pp. 1031-1045, Aug. 2017.

[3] R. Singh, B. K. Rai, and S. K. Bose, “Modeling and performance anal-
ysis for pipelined-forwarding MAC protocols for linear wireless sensor
networks,” IEEE Sensors J., vol. 19, no. 15, pp. 6539-6552, Aug. 2019.

[4] M. Xia and D. Song, “Application of wireless sensor network in smart
buildings,” in Machine Learning and Intelligent Communications (Lecture
Notes of the Institute for Computer Sciences). New York, NY, USA:
Springer, Jan. 2018, pp. 315-325.

[5] F. Leu, C.Ko,I You, K.-K.-R. Choo, and C.-L. Ho, ““A smartphone-based
wearable sensors for monitoring real-time physiological data,” Comput.
Electr. Eng., vol. 65, pp. 376-392, Jan. 2018.

VOLUME 8, 2020

[6]

[71

[8]

[9]

(10]

(11]

[12]

(13]

(14]

[15]

[16]

[17]

(18]

(19]

(20]

(21]

(22]

(23]

(24]

[25]

[26]

(27]

J. Aponte-Luis, J. Gémez-Galan, F. Gémez-Bravo, M. Sanchez-Raya,
J. Alcina-Espigado, and P. Teixido-Rovira, “An efficient wireless sensor
network for industrial monitoring and control,” Sensors, vol. 18, no. 2,
p. 182, 2018.

L.-L. Hung, “The dynamic routing for heterogeneous monitoring sys-
tems,” in Proc. Int. Conf. Appl. Syst. Innov. (ICASI), May 2017,
pp. 717-720.

J. Agarkhed, P. Y. Dattatraya, and S. R. Patil, “Performance evaluation of
QoS-aware routing protocols in wireless sensor networks,” in Proc. Int.
Conf. Comput. Intell. Inform., vol. 507, Dec. 2016, pp. 559-569.

X. Xu and M. Song, “Delay efficient real-time multicast scheduling in
multi-hop wireless sensor networks,” in Proc. IEEE Global Commun.
Conf. (GLOBECOM), Dec. 2014, pp. 1-6.

1. Y. Mohammed and A. G. A. Elrahim, “Energy efficient routing protocol
for heterogeneous wireless sensor networks,” SUST J. Eng. Comput. Sci.,
vol. 20, no. 1, pp. 1-10, 2019.

Y. Liu, Q. Wu, T. Zhao, Y. Tie, F. Bai, and M. Jin, “An improved energy-
efficient routing protocol for wireless sensor networks,” Sensors, vol. 19,
no. 20, p. 479, Oct. 2019.

S. Singh, A. Malik, and R. Kumar, ““Energy efficient heterogeneous DEEC
protocol for enhancing lifetime in WSNs,” Eng. Sci. Technol., Int. J.,
vol. 20, no. 1, pp. 345-353, Feb. 2017.

A. Alromih and H. Kurdi, “An energy-efficient gossiping protocol for
wireless sensor networks using Chebyshev distance,” Procedia Comput.
Sci., vol. 151, pp. 1066-1071, Jan. 2019.

J. Cheng, Y. Gao, N. Zhang, and H. Yang, ““An energy-efficient two-stage
cooperative routing scheme in wireless multi-hop networks,” Sensors,
vol. 19, no. 5, p. 1002, 2019.

L. T. Dung and B. An, “A stability-aware cooperative routing scheme in
multi-rate mobile ad-hoc wireless networks,” in Proc. Int. Conf. Internet
Distrib. Comput. Syst., 2013, pp. 41-50.

A. Jamalipour and Y. Ma, Intermittently Connected Mobile Ad Hoc Net-
works: From Routing to Content Distribution. New York, NY, USA:
Springer, 2011.

P. Bosch, T. De Schepper, E. Zeljkovié, J. Famaey, and S. Latré, “Orches-
tration of heterogeneous wireless networks: State of the art and remaining
challenges,” Comput. Commun., vol. 149, pp. 62-77, Jan. 2020.

T. Khalifa, A. Abdrabou, K. Shaban, and A. Gaouda, “Heterogeneous
wireless networks for smart grid distribution systems: Advantages and
limitations,” Sensors, vol. 18, no. 5, p. 1517, May 2018, doi: 10.390/
s18051517.

Z. Ying and J. Changgang, “A kind of routing algorithm for het-
erogeneous wireless sensor networks based on affinity propagation,”
in Proc. 26th Chin. Control Decis. Conf. (CCDC), May 2014,
pp. 2481-2485.

G. T. Singh and F. M. Al-Turjman, “Cognitive routing for information-
centric sensor networks in smart cities,” in Proc. Int. Wireless Commun.
Mobile Comput. Conf. (IWCMC), Aug. 2014, pp. 1124-1129.

T. Sharma, B. Kumar, K. Berry, A. Dhawan, R. S. Rathore, and V. Gupta,
“Ant based cluster head election algorithm in wireless sensor network to
avoid redundancy,” in Proc. 4th Int. Conf. Commun. Syst. Netw. Technol.
(CSNT), Apr. 2014, pp. 83-88.

S. Guo, C. Wang, and Y. Yang, ‘“Mobile data gathering with wireless
energy replenishment in rechargeable sensor networks,” in Proc. IEEE
INFOCOM, Apr. 2013, pp. 1932-1940.

H. M. Ammari, Challenges and Opportunities of Connected K-Covered
Wireless Sensor Networks: From Sensor Deployment to Data Gathering,
Berlin, Germany: Springer-Verlag, 2009

L. K. Ketshabetswe, A. M. Zungeru, M. Mangwala, J. M. Chuma, and
B. Sigweni, “Communication protocols for wireless sensor networks:
A survey and comparison,” Heliyon, vol. 5, no. 5, May 2019,
Art. no. e01591.

N. Israr and I. U. Awan, “Multilayer cluster based energy efficient routing
protocol for wireless sensor networks,” Int. J. Distrib. Sensor Netw., vol. 4,
no. 2, pp. 176-193, May 2008.

V. Korzhuk, A. Groznykh, A. Menshikov, and M. Strecker, “‘Identification
of attacks against wireless sensor networks based on behaviour analysis,”
J. Wireless Mobile Netw., Ubiquitous Comput., Dependable Appl., vol. 10,
no. 2, pp. 1-21, Jun. 2019, doi: 10.22667/JOWUA.2019.06.30.001.

1. Kotenko, M. Kolomeets, A. Chechulin, and Y. Chevalier, “A visual
analytics approach for the cyber forensics based on different views of the
network traffic,” J. Wireless Mobile Netw., Ubiquitous Comput., Depend-
able Appl., vol. 9, no. 2, pp. 57-73, 2018, doi: 10.22667/JOWUA.2018.
06.30.057.

56331


http://dx.doi.org/10.3390/s18051517
http://dx.doi.org/10.3390/s18051517
http://dx.doi.org/10.22667/JOWUA.2019.06.30.001
http://dx.doi.org/10.22667/JOWUA.2018.06.30.057
http://dx.doi.org/10.22667/JOWUA.2018.06.30.057

IEEE Access

L.-L. Hung et al.: Energy-Efficient Cooperative Routing Scheme for Heterogeneous WSNs

L.-L. HUNG (Member, IEEE) received the Ph.D.
degree in computer science and information engi-
neering from the National Taiwan University of
Science and Technology, Taipei, Taiwan, in 2008.
She is currently an Associate Professor with the
Department of Computer Science and Informa-
tion Engineering, Aletheia University, New Taipei
City, Taiwan. Her research interests include vehic-
ular ad hoc networks, wireless sensor networks,
underwater wireless sensor networks, ad hoc wire-

K.-L. TSAI received the B.S. degree in computer
and information science from Tunghai University,
Taichung, Taiwan, in 1999, and the M.S. degree
in computer science and information engineering
and the Ph.D. degree in electrical engineering from
National Taiwan University, Taipei, in 2001 and
2006, respectively. He held a postdoctoral position
the National Taiwan University of Science and
Technology, in 2007. He is currently an Associate
Professor with the Department of Electrical Engi-

less networks, the Internet of Things, machine learning, and cyber-physical neering, Tunghai University. His research interests are low-power system
systems. design, information security systems, and VLSI design. He is also a member
of the IEEE Circuits and Systems Society.

F.-Y. LEU (Member, IEEE) received the bachelor’s,
master’s, and Ph.D. degrees from the National
Taiwan University of Science and Technology,
Taiwan, in 1983, 1986, and 1991, respectively.
He is was also a Visiting Scholar with Pittsburg
University. He is currently a Distinguished Profes-
sor with the Computer Science Department, and
the Chairperson of the Big-data Program, Tunghai
University, Taiwan. His research interests include
wireless communication, network security, grid

applications, and sensor networks. He also serves as one of the editorial board
members of at least seven international journals and a TPC member of at least
ten international conferences. He currently organizes MCNCS and CWECS

international workshops.

56332

C.-Y. KO received the M.S. degree in computer
science from the University of Miami, Florida,
USA, in 1984, and the Ed.D. degree in education
from Seattle Pacific University, Seattle, WA, USA,
in 2013. She is currently an Assistant Professor
with the Computer Science Department, Tunghai
University, Taiwan. Her research interests include
online and blended learning, computer-supported
collaborative learning, healthcare, wireless com-
munication, and wireless sensor networks.

VOLUME 8, 2020



