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ABSTRACT A concatenated coding scheme employing an irregular marker code as the inner code is
designed to improve the ability of correcting insertions/deletions. In this scheme, bits associated with
each marker symbol are allocated to the symbol of the LDPC code non-uniformly. Since the non-binary
marker symbol at the irregular position provides reliable forward/backward quantities, significant amount of
insertions and deletions can be detected and corrected by the presented method. Simulation results show that
the proposed scheme has an improved performance with only a very small penalty in coding rate compared
with the traditional regular marker code.

INDEX TERMS Concatenated coding scheme, marker codes, insertions/deletions, forward-backward
algorithm.

I. INTRODUCTION
Most error-correcting codes are constructed to correct ran-
dom substitution errors, which cannot change the length of
the received sequences. In this paper, random insertions/
deletions are considered in the channel model. For this type
of errors, extra uncertain symbols will be inserted into the
sequences and the information symbol may be deleted ran-
domly due to the non-perfect synchronization [1]. Besides,
this insertion/deletion channel model can also describe sit-
uations such as the segmented edit channels [2], [3], DNA
sequencing/data storage [4], [5], bit-patterned media record-
ing [6], [7], the synchronization with applications to speech
watermarking [8], and errors in differential pulse-position
modulation (DPPM) [9]. Insertions/deletions inevitably arise
to the unknown boundaries and bring a great challenge for the
design of the coding [10]–[16].

For the binary insertions/deletions, marker codes can be
retraced to the early research designed by Sellers [17]. The
best known concatenated code was presented by Davey and
MacKay [18], which uses an inner watermark code to elimi-
nate insertions/deletions in the received blocks and employs
a low-density parity-check (LDPC) code to correct the
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residual errors [19]–[22]. The concatenated code could deter-
mine the block boundaries exactly which the receiver is not
told. In order to further obtain an improved performance, a
symbol-level watermark decoder considering the information
codebookwas designed [23]. In thismethod, the symbol-level
forward-backward algorithm allows soft a priori input, and it
is possible to use an iterative decoding scheme to achieve the
significant improvements.

Yazdani devised an efficient construction for combating
non-binary insertions/deletions and additive white Gaussian
noise (AWGN) [24]. In this approach, the marker sequence is
uniformly inserted into the LDPC code by the inner encoder.
Using the binary inner encoding scheme, the concatenated
code is then mapped into two different sets of the signal
constellation. The receiver is not told the position of the block
boundaries. The beginning of blocks is inferred according to
the forward/backward quantities at the end of the last block.
As insertion/deletion probability gets larger, the accumulated
errors in the identification of the symbols increase, which
causes that the start of consecutive blocks will be shifted
at error positions. Therefore, synchronization and decoding
become more difficult.

In order to improve the ability of the marker to correct non-
binary insertions/deletions and the reliability of the soft infor-
mation output by the marker decoder, an irregular marker
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code is designed and the modified forward-backward algo-
rithm is proposed in this paper. The known marker code is
inserted into the sequences non-uniformly. Then, themapping
subsets in the signal constellation are dynamic according
to the symbol position and the degree of marker. Since the
minimum distance between points in each subset increases,
the ability to detect insertions/deletions is developed and the
reliability of the soft information received by LDPC decoder
is improved. Furthermore, by varying the degree of the irreg-
ular marker, easier synchronization and stronger correction
can be obtained with reducing the rate of the concatenated
code.

The rest of this paper is organized as follows. Section II
introduces the system and the channel models. Section III
describes the proposed marker encoding method in detail,
and shows the modified efficient forward-backward decoding
scheme. Section IV illustrates the simulation results with the
empirical performance of irregular marker, and compares the
performance with previous work of the regular marker code.
Finally, some conclusions are drawn in Section V.

II. BACKGROUND
In this section, the system and channel models are described
before beginning the discussion.

A. SYSTEM MODEL
As shown in Figure 1, the information sequence b with the
length of Nb bits is encoded by the binary LDPC encoder
producing the codeword sequence d with the length of NL
bits, where LDPC code (Nb,NL) with the rate of RL = Nb/NL
is used in this paper. The marker code m with the length of N
bits is inserted into d non-uniformly according to the degree
w = (w1,w2, · · · ,wj, · · · ,wNs ), where wj ≥ 1. Therefore,
this code is called as an irregular marker code. In particular,
let wj = 2 for wj ≥ 1 in this paper. Each symbol has λ bits
including wj bits of the marker and (λ−wj) bits of the LDPC
code, where 2λ = M and M is the size of the signal set. The
length of the concatenated code Ns = (NL − ε′β)/ε + β
symbols, and Nc = λ × [(NL − ε′β)/ε + β] bits. β is
the number of positions with wj > 1. ε′ is the number of
LDPC bits allocated to each marker symbol with wj > 1,

FIGURE 1. The system model using the irregular marker code.

and ε is the number of LDPC bits allocated to each marker
symbol with wj = 1. The symbol position associated with
wj > 1 can be regarded as the irregular position. We rewrite
N = (NL − ε′β)/ε + 2β.
Each symbol is thenmapped into the signal point according

to the signal constellations. In this paper, we take the system
using 8-PSK as an example.

Transmitted and received words x = (x0, x1, x2, · · · ,
xNs−1) and y = (y0, y1, · · · ), respectively. x is corrupted
by the noises and generating y, where the noises include
insertions, deletions, and AWGN.

The irregular marker decoder outputs the soft informa-
tion l, i.e., log-likelihood ratios (LLRs) for the LDPC decoder
by employing the forward-backward algorithm. In this step,
the irregular marker decoder recovers the sequences and
shifts the block boundaries to an estimated position. Then,
the LDPC decoder produces the information estimation b̂.

B. CHANNEL MODEL
Let us consider three situations to illustrate the loss of syn-
chronization, which is depicted in Figure 2. Extra symbols are
inserted into the data sequence, which is named as insertion.
For example, ẏ+1 and ẏ+6 are insertions in Figure 2. And sym-
bols are removed from the data sequence, which is named as
deletion. If there are no insertions and deletions at one symbol
interval, xi is transmitted correctly. By suffering from two
types of errors above, the synchronization between the input x
and output ẏ of the insertion/deletion channel is lost, and the
symbol boundaries of ẏ are unknown at the receiver. The
length of ẏ is denoted by N ∗s . N

∗
s = Ns + NI − ND, where

NI is the number of insertions, and the ND is the number
of deletions occurred in one block, respectively. The maxi-
mum number of insertions is limited to Imax at each symbol
interval.

FIGURE 2. The length of the transmitted sequence may be changed by
insertions and deletions.

The insertion/deletion-AWGN channel model is repre-
sented in Figure 3. Under this channel model, the i-th
transmitted symbol xi may be inserted with the insertion
probability Pi, or deleted with the deletion probability Pd,
or transmitted correctly with the transmission probability Pt.
Pt = 1−Pi−Pd. The resulting sequence ẏ is finally affected
by z ∼ N (0, σ 2), and producing y = ẏ+ z at the receiver.
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FIGURE 3. The channel model with insertions/deletions and AWGN.

III. PROPOSED ENCODING AND DECODING SCHEMES
A. IRREGULAR MARKER ENCODER
As is depicted in Figure 4, the inner marker code is
embedded into the outer LDPC code non-uniformly accord-
ing to the degree of the irregular marker code w =

(w1,w2, · · · ,wj, · · · ,wNs ). The value of wj is varying with
the symbol position j. The irregular position is recorded in the
vector ρ = (ρ0, ρ1, · · · , ρθ , · · · ρβ−1). If j ∈ ρ, then wj > 1.
If j /∈ ρ, then wj = 1.
According to w, appropriate mappings η and η∗ are chosen

to design the modulator, which is shown in Figure 5. χmi =
{x|x ∈ χ;mi} denotes the subset in the constellation using
η. Since the symbol has only one marker bit, χ includes
two subsets χ0 and χ1 having M/2 signal points. Moreover,
χmi−1,mi = {x|x ∈ χ;mi−1,mi} denotes the subset in the
constellation using η∗, andχ = χ00

∪χ10
∪χ01
∪χ11 includes

four disjoint subsets. Each subset has M/4 signal points.
The minimum distance between the signal points in each

subset is denoted as d2, and the minimum distance between
the signal points in different subsets is denoted as d1. Notice
that d2 determines the ability of marker code to detect and
correct insertions/deletions. By inserting more marker bits at
the symbol interval, the mapping η∗ increases d2 compared
with η (see Figure 5). Therefore, it is likely that significant

improvements could be achieved with such an irregular
marker technique.

Using this irregular marker encoding method, the rate of
the concatenated code

Rc =
Nb
Nc
=

Nb
λ× [(NL − ε′β)/ε + β]

. (1)

Rate Rc is reduced by increasing β, which making the
marker code easier to identify insertions/deletions. For lower
rate Rc, much higher probabilities of insertions, deletions can
be tolerated.

B. FORWARD-BACKWARD DECODING SCHEME
Before discussing the algorithm of the modified forward-
backward decoding scheme for the irregular marker code,
we need to explain the process of the index mapping which
plays a key role in the proposed system.

1) THE INDEX MAPPING
The irregular marker decoder receives y, and compares
the strings with the signals in the subsets to identify
insertions/deletions and compute the drift probabilities.
For the j-th symbol xj, it has wj bits corresponding to the
marker code and (λ − wj) bits of the information sequence.
0 ≤ j < Ns. The signal subset associated with j-th symbol xj
is obtained according to ρ = (ρ0, ρ1, · · · , ρθ , · · · ρβ−1),
where ρ is sorted in the ascending order. Take the case
in Figure 4 as an example, the signal subset{

χmi−1mi , wj > 1 or j ∈ ρ
χmi , wj = 1orj /∈ ρ.

(2)

For the first situation in Eq. (2), if wj > 1 or j ∈ ρ,

i = j+ θ + 1, where ρθ = j. (3)

FIGURE 4. The encoding method of the irregular marker. ε = 2, ε′ = 1, λ = 3.
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FIGURE 5. 8-PSK is taken for example in this paper. Signal constellations
corresponds to symbols. (a) mapping η, where ε = 2, wj = 1,
the rightmost bit is the marker bit. (b) mapping η∗, ε′ = 1, wj = 2,
the leftmost bit is the information bit. M = 8. 0 ≤ j < Ns.

Then, for the second situation, if wj = 1 or j /∈ ρ,
i = j, j < ρ0

i = j+ θ, j < ρθ

i = j+ θ + 1, otherwise,

(4)

where, 1 ≤ θ < β, 0 ≤ i < N .
The index mapping from the transmitted code to the LDPC

code is described as follows. If wj > 1 or j ∈ ρ, the index
of dk

k = j× ε − θ, where ρθ = j. (5)

If wj = 1orj /∈ ρ, the index of (dk−1, dk )
k = j+ 1, j < ρ0

k = j− θ + 1, j < ρθ

k = j− θ, otherwise,

(6)

where, 1 ≤ θ < β, 0 ≤ k < NL .

2) CALCULATION FOR LLRs
The LLR at the k-th bit of the LDPC code is calculated
as follows, which initializes the LDPC decoder to correct
the remaining errors. 0 ≤ k < NL . Since P(dk = 0) =
P(dk = 1),

lk = ln
P(dk = 0|y,w)

P(dk = 1|y,w)

= ln
P(y|dk = 0,w)

P(y|dk = 1,w)
, (7)

where,

P(y|dk = 0,w) =


∑

xj∈χmi−1mi (dk=0)

P(y|xj,w), wj > 1∑
xj∈χmi (dk=0)

P(y|xj,w), wj = 1

(8)

The conditional probability P(y|xj,w) is obtained by mul-
tiplying the forward and backward quantities by the middle

quantity.

P(y|xj,w) =
∑
a,b

Fj(tj = a)M j
ab(ỹ|xj)Bj+1(tj+1 = b), (9)

where the forward quantity Fj(tj = a) is the probability that
the drift at the j-th time is a and that the first symbols gener-
ated by the channel is y0, · · · , yj−1+a. ỹ = (yj+a, · · · , yj+b).
In this paper, the drift and maximum number of drifts at
each time unit are denoted as tj and tmax, respectively. tj also
represents the state at j-th symbol in the decoding trellis.
Fj(tj = a) is computed recursively as

Fj(tj = a) =
∑

c∈{a−Imax,··· ,a+1}

Fj−1(tj−1 = c)

×PcaQj−1ca (yj−1+c, · · · , yj−1+a), (10)

The calculation of the backward quantities are done similarly.

Bj(tj = b) =
∑

c∈{b−1,··· ,b+Imax}

Bj+1(tj+1 = c)

×PbcQ
j
bc(yj+b, · · · , yj+c). (11)

In Eq. (10),

PcaQj−1ca

= P(yj−1+c, · · · , yj−1+a, tj = a|tj−1 = c,wj−1)

= αIP
a−c+1
i Pd

j−1+a∏
ξ=j−1+c

γξ + αIP
a−c
i Ptϑj−1+a

j−1+a−1∏
ξ=j−1+c

γξ .

(12)

where, αI = 1/(1− PImax
i ),

γξ =
1
M

∑
x∈χ

1
2πσ 2 exp

(
−
|yξ − x|2

2σ 2

)
, (13)

and

ϑj−1+a =



4
M

∑
x∈χmi−1mi

1
2πσ 2 exp

(
−
|yj−1+a − x|2

2σ 2

)
,

wj−1 > 1

2
M

∑
x∈χmi

1
2πσ 2 exp

(
−
|yj−1+a − x|2

2σ 2

)
,

wj−1 = 1

(14)

As shown in Eq. (14), for wj−1 > 1, more bits in a symbol
are known to the receiver compared with that for wj−1 = 1.
Thus, the better performance can be expected to be obtained
owing to the larger Euclidean distance.

The middle quantity

M j
ab(ỹ|xj) = P(ỹ, tj+1 = b|tj = a, xj)

= αIP
b−a+1
i Pd

j+b∏
ξ=j+a

γξ+αIP
b−a
i Ptϑ̇j+b

j+b−1∏
ξ=j+a

γξ .

(15)
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where

ϑ̇j+b =
1

2πσ 2 exp

(
−
|yj+b − xj|2

2σ 2

)
. (16)

Finally, the LDPC decoder is initialized by l and produces
the estimation of the information sequence.

IV. SIMULATION RESULTS
In this section, some examples were used to evaluate the per-
formance of the proposed scheme using the irregular marker
code. Table 1 shows the parameters of all outer codes used
in the concatenated codes, and Table 2 gives the parameters
of concatenated codes whose performance are reported in this
paper. Let’s take 8-PSK for example. A binary pseudorandom
marker vector was created. Imax = 5. Pi = Pd. The signal-
to-noise ratio (SNR) was set to 20 dB. A belief-propagation
algorithm in log-domain was used in the LDPC decoder and
the maximum number of iterations was set to 20. Since the
drift was set to zero at the start, the forward quantities for
0-th symbol in the first block are calculated as follows.

F0(t) =

{
1, t = 0,
0, otherwise.

(17)

TABLE 1. Parameters of outer codes used in the concatenated codes.

TABLE 2. Parameters of concatenated codes reported in this paper.

The backward quantities in each block are initialized with
equal probabilities since the accurate block boundary is
unknown at the receiver.

Firstly, we demonstrate the efficiency of the proposed
irregular marker code. Results are given for several settings
of β in Figures 6, 7 and 8. In each figure, the perfor-
mance of codes with various length of markers are com-
pared. As depicted in figures, the proposed scheme performs
substantially better than the regular version, i.e., β = 0.
It is also shown that the performance of the code using
the irregular marker code is improved with the increasing
of β. The reasons are given as follows. By increasing the
number of the irregular positions, the length of the marker

FIGURE 6. Performance of Code A.

FIGURE 7. Performance of Code B.

FIGURE 8. Performance of Code C.

code increases, making it easier to identify and correct inser-
tions/deletions. Furthermore, residual errors could be elimi-
nated by the LDPC decoder since that LLRs output by the
marker decoder are more accurate. Notice that it is also a reg-
ular marker code if β = NL . In this situation, the inner code
can be regarded as a non-binary marker code. Nevertheless,
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it will bring a huge rate loss. A better balance between the
performance and the coding rate can be achieved by selecting
β in the practice.
Then, the rate of the proposed concatenated codes with

various β is discussed as follows. According to Eq. (1), as β
increases, the rate Rc decreases, which are shown in Table 3.
In particular, β = 0 which corresponds to the regular
non-binary marker coder. As observed from Table 3, perfor-
mance gains can be obtained with very slight rate loss by
selecting an appropriate β.

TABLE 3. Rate of concatenated codes reported in this paper.

When decoding marker codes, it is necessary to recover
synchronization. The ability of marker code to estimate the
drift positions of block boundaries has a great effect on the
performance of the concatenated decoder. Figure 9 compares
the accuracy of code C detecting boundaries for β = 400
with that of the regular marker code. As shown in the fig-
ure, improvements could be achieved by using the irregular
constructions for the marker codes. Results show that the
irregular marker code is extremely effective at identifying
the block boundaries and recovering the synchronization over
channels with insertions and deletions.

FIGURE 9. The comparison of the ability to detecting boundaries. Code C,
β = 400.

V. CONCLUSION
In this paper, an irregular marker code for correcting non-
binary insertions/deletions and AWGN was presented, and

the modified forward-backward decoding algorithm was
designed. Each symbol has unequal number of marker bits
while keeping the number of symbols unchanged in this
scheme. By embedding marker code non-uniformly, the min-
imum distances among the symbols in the subset increase
at the irregular positions, which provides improvements in
recovering the synchronization for large insertion/deletion
probabilities. The performance of the scheme using the irreg-
ular marker code was evaluated. Results show that significant
amount of errors could be corrected by this proposed scheme
with a very slight coding rate loss.
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