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ABSTRACT In this study, an EXIT algorithm based on Gaussian mixture coding and multi-dimensional
node information calculation is proposed. The objective is to solve the problem of performance analysis
of cooperative communication and LDPC code construction under hybrid fading and impulse noise. First,
Gaussianmixturemodel estimation of the decoding initialization information is performed by the expectation
maximized algorithm. In addition, key parameters, such as weight, mean, and variance of the Gaussian
mixturemodel are obtained. Then, themulti-dimensional information processing is performed on the variable
node and the check node information in the traditional EXIT algorithm based on the multi-dimensional
Gaussian mixture model and system symmetry analysis. Finally, the objective function of LDPC code
optimization is constructed, the constraints are given, and the optimal LDPC code degree distribution
is obtained by the differential evolution algorithm. The simulation results show that compared with the
traditional regular and other irregular LDPC codes, the newly constructed degree distribution has better
performance inwaterfall characteristics and error floor characteristics. Such distribution provides a necessary
method to analyze and optimize the performance of cooperative coding system under hybrid media or hybrid
fading.

INDEX TERMS Expectation maximization (EM), Gaussian mixture, hybrid fading, low-density parity-
check (LDPC) codes, multi-dimensional EXIT.

I. INTRODUCTION
Power line communication (PLC) and wireless commu-
nication technologies have broad application prospects in
networking represented by smart grids and homes [1]–[4].
PLC delivers information through the existing power line
infrastructure without re-laying lines, requiring fewer deploy-
ment costs [5]. However, realizing reliable transmission of
long distances of power lines is a challenge because of the
effects of impulse noise and fading [6]. Wireless communica-
tion has the advantages of flexible access and simple network-
ing [7] but high-frequency signals, such as 2.4 and 5.8 GHz
have large attenuation and are easily blocked by obstacles.
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Wireless communication, PLC, and other communication
methods have their own characteristics. The combined power
line and wireless dual-media parallel communication tech-
nology can integrate resources, complement each other,
save construction costs, and improve overall system perfor-
mance [8]. Cooperative communication technology is one
of the hotspots in academic research as an effective means
of anti-fading and improving the reliability of communica-
tion systems. In terms of cooperative communication, PLC
technology based on a multi-hop relay, dual media parallel
communication, and joint decoding has gradually become an
important research content.

Exploring the relay forwarding in PLC applications,
Dubey et al. analyze the system performance of PLC using
amplify and forward (AF) [9] and decode and forward

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 49933

https://orcid.org/0000-0002-3246-1923
https://orcid.org/0000-0003-0447-2868
https://orcid.org/0000-0002-4681-8479
https://orcid.org/0000-0002-3811-7058
https://orcid.org/0000-0003-3018-6128
https://orcid.org/0000-0001-8141-6793


Z. Chen et al.: Improved EXIT Algorithm Based on GM Model and Its Application to LDPC Construction

(DF) [10] relays. In [11], an energy allocation algorithm
in multi-base-station collaboration system is studied. The
relay node can improve the energy efficiency of the power
line relay system effectively through energy collection and
effective power allocation strategy. The experimental results
proved that the algorithm can balance the time-of-use power
price of a smart power grid and the energy storage of a
base-station. Reference [12] gives an expression of channel
capacity for multi-hop relay technology based onAF protocol
in power line access networks. In [13], the system capacity of
the two-hop relay PLC system using orthogonal frequency
division multiplexing modulation under AF and decoding
and forward (DF) protocols are analyzed. Cheng et al. [14]
use multipath and transmission line theory models to study
the capacity limit and optimal power allocation of the PLC
system based on AF protocol under power bandwidth lim-
itation. Reference [15] analyzes the system performance of
PLC after network coding but does not consider the impact of
impulse noise. The above research shows that the use of relay
technology can improve the long-distance communication
capability of PLC systems.

The latest research hotspots model power line channel
fading into a lognormal (LogN) model [16]. In [9], the effect
of AF forwarding on the average channel capacity in the
PLC channel is studied based on Bernoulli-Gaussian impulse
noise and fading. Furthermore, the approximate closed-form
expression of the bit error rate (BER) and the average channel
capacity at high signal to noise ratio are given. Reference [17]
deduces the system error rate, channel capacity, and outage
probability expression when the system adopts DF relay and
multihop based on the power line channel of lognormal fading
and Bernoulli–Gaussian impulse noise. The above studies all
use the Bernoulli–Gaussianmodel to model the impulse noise
in the channel, which is more concise and intuitive compared
with the Middleton-A model. However, these studies do not
involve wireless communication cooperation and do not con-
sider the problem of wireless access to mobile terminals.

On the research of power line and wireless parallel com-
munication system, [18] proposes a system structure of wire-
less and power line parallel communication. Furthermore,
such study derives the BER performance in the presence of
impulse noise but sets the fading coefficient of the power
line to a fixed constant. Lai and Messier [19] verify the
complementarity between PLC and wireless communication
through measured data and achieve significant diversity gain
by selection combining (SC) and maximum ratio combining
(MRC). In [20], the two-hop relay technology of parallel
communication between wireless and PLC is studied. The
channel adopts deterministic complex fading coefficient, and
the diversity of branches does not consider the influence
of impulse noise. In [21], the problem that the theoretical
performance of amplify-and-forward relay communication
based on hybrid fading condition has no closed expression
in ower line and wireless hybrid communication system is
studied. The mixture LogN approximate algorithm based
on moment-generating function is applied to approximate a

wireless fading coefficient to mixture LogN distribution. The
above research focuses on the diversity and algorithm and
system performance analysis under heterogeneous media. No
specific research on key technologies, such as resource allo-
cation and joint codingmodulation in parallel communication
exists.

Advanced channel coding techniques, such as turbo code
and low-density parity-check (LDPC) code can be applied to
PLC to improve communication reliability because the power
line channel is affected by impulse noise and multipath fad-
ing [9]. The IEEE 1901 Working Group proposes the use of
a turbo code-based coding scheme, but such scheme requires
a large amount of turbo code patent fees. The theory verifies
the great potential of LDPC codes in PLC [22], and the ITU
G.hn standard recommends the use of LDPC codes as the
channel coding scheme of PLC [23]. Reference [24] deduces
the BER performance of the wired communication domain
such as power line and twisted pair under the G.hn standard
using bidirectional PLNC. The above study focuses mainly
on the application of LDPC codes in PLC and its simulation
performance and has not solved the problem of coding design
and code optimization for impulse noise. Iterative decoding
performance analysis and code optimization under the mixed
noise and dual-medium mixed fading environment have cer-
tain challenges.

The traditional LDPC code iterative decoding performance
analysismethods include density evolution, Gaussian approx-
imation, and EXIT charts. The Gaussian approximation and
the EXIT algorithm use the Gaussian distribution of the log-
likelihood ratio (LLR) of the decoder and the relationship
that the variance is twice the mean to simplify the algorithm
complexity. The forms of fading and noise in different media
channels are often different in the dual media cooperative
communication system. In particular, the power line channel
noise has a pulse characteristic and no longer satisfies the
Gaussian distribution. Traditional algorithms such as EXIT
charts are not suitable for use in power line-wireless dual
media cooperative communication systems. Hence, tradi-
tional EXIT charts need to be appropriately improved and
optimized. For the impulse noise interference system such
as shallow water acoustic communication, [25] adopts the
symmetric and stable distribution of impulse noise model
and optimizes and designs the degree distribution of LDPC
code by using EXIT chart and quantization density evolu-
tion. Reference [26] proposes combining spatial diversity
with LDPC codes to obtain diversity gain based on channels
with Rayleigh fading and symmetrically stable impulse noise.
The coding performances of the linear diversity combining
schemes of MRC, SC, and equal gain combining are studied.
The progressive performance of LDPC codes is derived by
density evolution. At the same time, the closed expression of
the LDPC code waterfall performance is given to reduce the
gap between the actual progressive performance of the LDPC
code and the simulation. In [27], an optimization scheme for
maximizing system throughput by changing the puncturing
coefficient and mapping method is proposed for the changing
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channel conditions in the FSO/RF system. The VND curve in
the EXIT chart is related to the puncturing coefficient and
the mapping scheme, and the CND curve has a relatively
fixed relationship to satisfy the constraint of the EXIT chart
convergence. The throughput of the system is maximized by
changing the puncturing coefficient and the mapping scheme.
In [28], the patent proposes a method for adaptively coding
signals in optical network, which provides parametric anal-
ysis of nonlinear channel statistics by using Gaussian Mix-
ture (GM) model. For the 2-user Gaussian Multiple Access
Channel in [29], the EXIT functions of themulti-user decoder
are proposed based on two different approximations of the
DE. Besides, the stability condition and the optimization
constraints is analyzed. In [30], the coding design of dual-user
Gaussian multiple-access channel with fixed channel gain
and quasi-static fading is studied. The stability conditions of
LDPC codes in multi-user scenarios are derived based on
the model of soft information exchange between two user
LDPC code decoders using parallel transmission mode. The
Gaussian mixture (GM) is used to obtain the probability
density function (PDF) of the state node output LLR of the
joint decoder. Improved density evolution and EXIT chart are
proposed to analyze and construct LDPC codes for dual-user
Gaussian multiple access channels by tracking the changes of
PDF when LLR is exchanged in nodes. In [31], an improved
scheme is proposed based on the dynamic characteristics in
the decoding process and the non-Gaussian in information
decoding, which improves the accuracy of the PDF and EXIT
calculation of the GM estimation LLR. Finally, the modified
EXIT chart is used to analyze the change of GM compo-
nent in the iterative decoding process and construct a good
performance LDPC code distribution. The above study uses
the GM algorithm to analytically give the message PDF
expression in the joint decoding process and improves the
EXIT chart to improve the calculation accuracy. In [32], the
EXIT charts are proposed to design non-binary low-density
parity-check (LDPC) codes, where the priori information is
modelled using a Gaussian mixture distribution. By matching
the variable and check node EXIT curves, the method can
design good non-binary LDPC for AWGN channel. Com-
pared with the Turbo code, the high code rate can only be
achieved by punching. The code rate of the LDPC code can be
constructed arbitrarily and has greater flexibility. In the past,
the optimization of LDPC codes was mostly based on the
highest code rate and the best waterfall characteristics [33].
With the deepening of the research on LDPC codes, certain
scholars have proposed to optimize the LDPC codes with the
goal of reducing the bit error floor. Reference [34] points out
the bit error floor phenomenon of complex message-passing
iterative algorithm. Such a phenomenon is one of the most
important obstacles in the use of LDPC codes in wireless
communication systems and magnetic storage devices. The
effectiveness of the LDPC code decoder relative to the BCH
code and the Hamming code decoder is proved by exper-
imental simulation, but the LDPC code has high bit error
floor. Therefore, the bit error floor of the LDPC code is a

major bottleneck in the development of the LDPC code. Pro-
tograph LDPC codes have similar problems. Reference [35]
proposes a new system construction optimized protograph
LDPC code with good decoding threshold and low bit error
floor. The simulation results show that the code exhibits
excellent performance in the bit error floor and the waterfall
area on the additive white Gaussian noise channel. The above
documents show that solving the bit error floor problem of
the LDPC code can effectively improve the performance of
the LDPC code. However, doing a joint optimization of code
word considering waterfall and error floor characteristics is
necessary due to the bad channel conditions such as severe
fading and impulse noise and the unrecognizable code of the
irregular LDPC code itself.

In summary, the present study will start with the paral-
lel communication part of power line wireless dual-media
cooperative communication and analyze the distribution of
different fading and noise in the power line-wireless hybrid
channel. The innovative work of the thesis includes the fol-
lowing aspects:

1) The information combination and its initial LLR cal-
culation method in dual media parallel communication
are studied based on mixed fading and impulse noise in
power line and wireless parallel communication. The
expectation maximization (EM) algorithm is used to
estimate the parameters of PDF of the LLR after the
combination. In addition, the key parameters such as
weight, mean, and variance of the multi-dimensional
mixed Gaussian distribution are obtained. Different
from the EXIT algorithm in the traditional AWGN
channel, the mean and variance of the Gaussian distri-
bution of each dimension of the LLR after EM estima-
tion no longer satisfy the relationship that the variance
is twice the mean.

2) For the problem that the variance of GM is no longer
twice of themean, amulti-dimensional EXIT algorithm
based on the Gaussian mixture model is proposed.
The key function in the traditional EXIT algorithm
is extended and the mutual information calculation
formula of the check node derived. The Gaussian
Hermit formula is used to process the approximate
closed expression. Compared with the traditional algo-
rithms, the simulation proves that the proposed expres-
sion is more suitable for power line-wireless dual
media parallel cooperative communication. A mul-
tidimensional EXIT theory is proposed to evaluate
the convergence performance of LDPC codes in a
dual media cooperative communication system based
on J ′ (σ ).

3) An LDPC code optimization algorithm for hybrid fad-
ing and impulse noise channels is proposed based on
the multi-dimensional EXIT theory. This algorithm
proves the equivalence between the overall conver-
gence of multidimensional EXIT charts and the con-
vergence of the whole combining EXIT ployline chart.
The problem of decoding symmetry when no double
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FIGURE 1. Theoretical system block diagram of power line and wireless
dual-media cooperation.

relationship exists between the variance and mean of
the system’s LLR distribution is analyzed and ver-
ified. Gaussian Hammett and integral transform are
used to derive and give the stability conditions of
the LDPC code. The degree distribution of the water-
fall area optimization aims at maximizing the area
between the VND and CND curves based on the stabil-
ity condition. After that, using the multi-dimensional
EXIT chart, the approximate minimum signal-to-noise
ratio (SNR) when the degree distribution is converged
can be obtained. Finally, the optimization is carried out
with the minimum theoretical BER as the goal. More-
over, the codeword distribution of the characteristics
of the waterfall area and the bit error floor character-
istics is constructed. The BER curve is also used to
verify that the waterfall characteristics of the optimized
degree distribution and the bit error floor are indeed
better than other degrees. Then, the BER iterative graph
in the iterative process is drawn to visually see the
change of the BER of each round of iteration using
the mutual information of each iteration of decoding.
Finally, the BER iterative graph is combined with the
EXIT chart to construct a three-dimensional error rate
surfacemap, which intuitively observes the LDPC code
error rate change during the iterative process.

II. SYSTEM MODEL AND PRELIMINARIES
Reference [36] shows a typical scenario of power line
wireless dual media cooperation, the system model can be
simplified by only considering the power line wireless par-
allel communication between the mobile terminal S and the
gateway D without passing through the relay node. In the
abovemodel, the mobile terminal S transmits the same source
a to the gateway D through the power line and the wire-
less channels, respectively. After LDPC encoding and BPSK
modulation, source a is recorded as x. The system model is
shown in Fig.1.
hW is the wireless channel fading coefficient, which

satisfies the Nakagami-m distribution. nW is Gaussian
white noise, which satisfies the normal distribution, that is
nW ∼ N

(
0, σ 2

W

)
. hPL is the power line channel fading

coefficient which satisfies the log-normal distribution and
nPL is the noise of the power line channel. The messages
received by the gateway D from the power line and the
wireless channel are yPL and yW , respectively. Then, yPL and
yW can be expressed as:

yPL = hPLx + nPL , (1)

yW = hW x + nW . (2)

Referring to [2], the power line channel noise is divided
into background noise and impulse noise, which are inde-
pendent of each other and have a Gaussian distribution that
satisfies the superposition characteristics of Gaussian noise.
The Bernoulli–Gaussian model is used for modeling for the
impulse noise. Therefore, the additive noise of the power line
channel in (1) can be split into background noise and impulse
noise:

nPL = nPL,B +WB × nPL,I , (3)

where nPL,B is the power line channel background noise and
nPL,I is the power line channel impulse noise, the variances of
which are σ 2

PL,B and σ 2
PL,I , respectively. WB is a statistically

independent and identically distributed sequence of Bernoulli
random variables and the probability distribution satisfies
P {WB = 0} = 1 − p and P {WB = 1} = p. The probability
that no impulse noise occurs in the power line channel is equal
to 1− p and the probability of occurrence of impulse noise is
p. When the power line channel has impulse noise, the power
of noise is σ 2

PL,I . When the power line channel has no impulse
noise, the power of noise is σ 2

PL,B. To simplify the noisemodel
K = σ 2

PL,I/σ
2
PL,B denotes the ratio of impulse noise power

to background noise power. When impulse noise exists, the
power line channel power of noise is σ 2

PL = K × σ 2
PL,B.

After receiving the yPL and yW , gateway D needs to com-
bine them to obtain the diversity gain. Common processing
methods include MRC, SC, and direct combining (DC). Per-
formance is better than alternative methods, such as selective
combining because MRC can make full use of the chan-
nel’s effective information [37]. Therefore, this study uses
the MRC to process the signals of the dual media parallel
channel. In the receiving terminal, the gateway D uses the
MRC to combine the two branch signals and the combining
coefficient of each branch is proportional to the channel
fading and inversely proportional to the total noise power.
The noise model of the power line channel includes two parts,
background and impulse noises. Hence, this model is divided
into two cases for analysis.

When there is only background in the sampling moment,
the received signal can be expressed as:

yTotal,1 =
hW
σ 2
W

yW +
hPL
σ 2
PL,B

yPL . (4)

Similarly, when impulse noise exists at the samplingmoment,
the received signal can be calculated as:

yTotal,2 =
hW
σ 2
W

yW +
hPL

K × σ 2
PL,B

yPL . (5)
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where yTotal,1 indicates the result of the MRC with the wire-
less channel when only background noise exists in the PLC
channel and yTotal,2 indicates that of the MRC with the wire-
less channel when background noise coexists with impulse
noise in the PLC channel.

Eqs. (1) and (2) are substituted into (4):

yTotal,1 =

(
h2W
σ 2
W

+
h2PL
σ 2
PL,B

)
x +

hW
σ 2
W

nW +
hPL
σ 2
PL,B

nPL , (6)

where the power of noise in yTotal,1 is
h2W
σ 2W
+

h2PL
σ 2PL,B

.

Similarly,

yTotal,2=

(
h2W
σ 2
W

+
h2PL

K × σ 2
PL,B

)
x+

hW
σ 2
W

nW+
hPL

K × σ 2
PL,B

nPL ,

(7)

where the power of noise in yTotal,2 is
h2W
σ 2W
+

h2PL
K×σ 2PL,B

.

The initial LLRs corresponding to yTotal,1 and yTotal,2 are
recorded as L1 and L2, respectively. Then, they can be com-
puted as

L1 =
2
(
h2W
σ 2W
+

h2PL
σ 2PL,B

)
yTotal,1

h2W
σ 2W
+

h2PL
σ 2PL,B

= 2yTotal,1, (8)

L2 =
2
(
h2W
σ 2W
+

h2PL
K×σ 2PL,B

)
yTotal,2

h2W
σ 2W
+

h2PL
K×σ 2PL,B

= 2yTotal,2, (9)

After the receiving terminal R receives themessages transmit-
ted from the power line and the wireless channel, the initial
LLR processed by the MRC algorithm can be calculated as:

LMRC = (1− p)L1 + pL2. (10)

III. IMPROVED MULTIDIMENSIONAL EXIT ALGORITHM
BASED ON EM ESTIMATION
The traditional EXIT chart tracks the convergence of the
decoder by observing the information between the sub-
decoders of the concatenated code [24]. The mutual informa-
tion between the random variable X sent by the sender and
the LLR L of the message received by the receiver can be
calculated as

I (X ,L)= 1−
∫
+∞

−∞

1
√
2πσ 2

e−
(l∓σ2/2)

2σ2 × log2
(
1+ e−l

)
dl

= J (σ ) , (11)

where σ 2 is the noise power of the channel and the J (σ )
function is an important formula used by the traditional EXIT
to calculate mutual information. On the contrary, traditional
EXIT algorithm and J (σ ) are mainly used for the AWGN
channel. However, the above formula is no longer applicable
in the condition of power line-wireless parallel communi-
cation mixed fading and impulse noise channel. Therefore,
the traditional mutual information calculation formula J (σ )

TABLE 1. Parameters of the Gaussian mixture.

needs to be improved for the iterative decoding analysis under
mixed fading and impulse noise conditions.

A. AN IMPROVED EXIT ALGORITHM BASED ON EM
ESTIMATION
The initialized LLR after combining includes different forms
of fading from the power line and wireless channels, and the
power line channel with impulse noise. Therefore, the expres-
sion of the PDF of LLR is difficult to obtain. We refer
to [28]–[32] which use GMM and EM algorithm to solve this
problem. After decomposition, the parameters such as mean,
variance, and weight of each Gaussian component need to be
estimated by the EM algorithm.

In the traditional EXIT algorithm, only the Gaussian white
noise of the AWGN channel is considered. LBP is the ini-
tializing LLR of BP decoding, whose distribution satisfies
LBP ∼ N

(
σ 2

2 , σ
2
)
[25]. However, parallel communication

involves mixed fading and different types of noise; hence,
the PDF of the initializing LLR of BP decoding is difficult
to express. Therefore, the EM algorithm is used to estimate
the parameters of GM of the decoded initializing LLR so that
the key parameters such as weight, mean, and variance of the
initializing LLR can be obtained.

We set the following: SNR = 6dB, p = 0.01, K = 10,
the fading parameter of Lognormal distribution in power line
channel is 1.8 dB, and the parameter of Nakagami-m fading
in wireless channel is m = 1.2. Then, the multidimensional
parameters shown in Table 1 are obtained by EM estima-
tion. Substituting these parameters into the Gaussian mixture
model, the PDF of the initializing LLR can be expressed as:

fL(l) =
Q∑
q=1

ωq√
2πσ 2

q

exp

(
−

(
l − µq

)2
2σ 2

q

)
, (12)

where Q is the number of GM components, ωq is the weight
of the q-th dimension GM component, σ 2

q is the variance of
the q-th dimension GM component, andµq is the mean of the
q-th dimension GM component.
The PDF of the LLR after GM is compared with the

distribution of the actual LLR. Fig. 2 shows the results.
In Fig. 2, the solid black line indicates the PDF of the LLR

after GM, the red dotted line indicates the distribution of the
actual LLR, and the purple dash-dotted line indicates the PDF
corresponding to each Gaussian component participating in
the GM. Fig. 2 shows that the mixed Gaussian curve obtained
by EM estimation fits well with the PDF curve of the initial-
izing LLR of BP decoding.
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FIGURE 2. The LLR of GM algorithm estimated by EM algorithm, the
components of Gaussian mixture and the actual LLR.

FIGURE 3. Comparison in PDF of LLR and the components of GM
algorithm when the terminal S sends x = 1 and x = −1.

We also tested the symmetry of the system. First, the fad-
ing parameter of the power line channel was set as 1.5dB,
K = 10, and p = 0.01. Then terminal S sends X = +1
for 1,000,000 times, so we can acquire 1,000,000 initializing
LLR values after the MRC at terminal R. The initial LLR
distribution of the terminal R is fitted by GM, and the mean,
variance, and weight of the Gaussian components of each
dimension are obtained by the EM algorithm. Then, the ter-
minal S sends X = −1 for 1,000,000 times and repeat the
above steps. Hence, we can determine the curve of PDF when
sending X = +1 and X = −1.
In Fig. 3, the blue curve represents the PDF curve when

X = +1 is sent from terminal S and the black curve is the PDF
curve when X = −1. Table 2 shows the parameters of GM
obtained by the EM algorithm. Fig. 3 clearly shows that when
terminal S transmits X = +1 and X = −1, the distributions
of LLR after MRC are approximately symmetric.

Table 2 shows that the parameters obtained by the EM
algorithm satisfy the relationship that the means are approxi-
mately opposite to one another and the variances are approxi-
mately equal. Due to the number of Monte Carlo simulations
used in the simulation is not infinite and the EM algorithm

TABLE 2. Parameters of multidimensional EXIT.

itself is an approximate estimation algorithm, subtle dif-
ferences are observed in the parameters such as the mean,
variance, and weight. However, in total, the system can be
considered to satisfy the symmetry condition. Terminal S
can transmit all ‘‘0’’ code because the system satisfies the
symmetry condition and after BPSK modulation, x is an all
‘‘+1’’ vector.

B. MULTIDIMENSIONAL EXIT ALGORITHM BASED ON EM
ESTIMATION
Table 1 and Table 2 show that the mean and variance of
each dimension no longer satisfy the relationship that the
variance is twice that of the mean. In the traditional EXIT
algorithm, the mutual information calculation method that
the variance is twice of the mean is no longer applicable.
Therefore, for the iterative decoding analysis with mixed
fading and impulse noise, the traditional function needs to be
improved. The objective is to calculate correctly the mutual
information between the message random variable x and the
q-th dimensional Gaussian component of the LLR.

After derivation, the improved mutual information calcu-
lation formula is as follows:

IX ,Lq = 1−
∫
∞

−∞

1√
2πσ 2

q

exp

[
−

(
l − µq

)2
σ 2
q

]

× log2

(
1+ exp

(
−
2µql
σ 2
q

))
dl.

= J ′
(
µq, σq

)
(13)

The derivation process is discussed in Appendix A.
When σ 2

q = 2µq, the formula degenerates to
J (σ ) = 1 −

∫
+∞

−∞
pL (l| + 1) · log2

[
exp (−l)

]
dl, which

is consistent with the calculation formula in the traditional
EXIT algorithm [22].

The mutual information I (X;L) between the random vari-
able X and the overall BP decoding initialization LLR can
be obtained by adding the mutual information IX ,q between
random variable X and the LLR of the Gaussian components
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by weights:

I (X;L) =
Q∑
q=1

ωi

1− ∫ +∞
−∞

exp
(
−
(l−µq)

2

2σ 2q

)
√
2πσ 2

q

× log2

(
1+ exp

(
−
2µql
σ 2
q

))]
dl

=

N∑
q=1

ωqJ ′
(
µq, σq

)
. (14)

In (13), J ′
(
µq, σq

)
can be simplified by Gauss–Hermit

quadrature formula to obtain an approximate numerical solu-
tion.

J ′(µq, σq)= 1−
1
√
π
×

M∑
m=1

(cm

×log2

[
1+exp

(
−2µq
σ 2
q
×

(√
2amσq+µq

))])
,

(15)

where cm and am represent the weight and abscissa zero,
respectively, and M is the Hermit integral order.
The certification process is detailed in Appendix B.
Using (14), the mutual information of the iterative decod-

ing can be calculated according to the LLR parameters: mean,
variance, and weight of the information received by the sub
decoder IE, IA.

The process of iterative decoding has the following steps:

1) INITIALIZATION
The information of the variable node is from the adjacent
check node and channel information, and the information sent
by the variable node to the i-th check node can be calculated
as:

Li,out = Lch +
∑
i6=j

Lj,in, (16)

where Lch represents channel information and Lj,in is infor-
mation transmitted by the j-th check node. The information
sent by the check node is assumed to satisfy approximately
the Gaussian distribution. Then, the above formula in the
form of Gaussian distribution summation and the LLR output
by the variable node is in the form of a mixed Gaussian
distribution. Hence, the mean and the variance respectively
satisfy with:

µ(l)vc,q = (k − 1) µ(l−1)cv,q + µch,q, (17)

σ 2
vc,q

(l)
= (k − 1) σ 2

cv,q
(l−1)
+ σ 2

ch,q, (18)

where q corresponds to the q-th Gaussian component
(q = 1, . . . ,Q) in the mixed Gaussian distribution, l repre-
sents the l-th iteration, k is the degree of the variable node,
subscript vc represents the variable node to the check node,
subscript cv represents the check node to the variable node,

and µch,q and σ 2
ch,q are the mean and variance of the q-th

Gaussian component estimated by the EM algorithm. When
the number of iterations l = 1, the previous iteration infor-
mation µ(0)cv,q = 0, σ 2

cv,q
(0) = 0.

2) FROM THE VARIABLE NODE TO CHECK NODE
In the l-th round iteration, the output information of themixed
Gaussian component of the q-th dimension of the variable
node is

I lvc,q
(
λk , µ

(l)
vc,q, σ

2
vc,q

(l)
)
=

dv∑
k=2

λkJ ′
(
µ(l)vc,q, σ

2
vc,q

(l)
)
, (19)

where λk represents the proportion of edges connected to the
variable node of degree k .

The output information of each dimension Gaussian com-
ponent at the variable node is obtained by (19). Hence,
the total output information of the variable node is

I lvc
(
λk , µ

(l)
vc,q, σ

(l)
vc,q

)
=

Q∑
q=1

ωqI lvc,q

=

Q∑
q=1

ωq

[ dv∑
k=2

λkJ ′
(
µ(l)vc,q,σ

(l)
vc,q

)]
.

(20)

3) FROM THE CHECK NODE TO VARIABLE NODE
No linear equation expression is observed between the output
information L(l)cv of the check node and the input information
of check nodes L(l)vc from the neighboring variable nodes. For
the sake of simple calculation, the LLR of the check node
receiving from the variable node is assumed to satisfy approx-
imately the gaussian distribution of N (µcv, 2µcv), so that

I (l)cv,q,j
(
λk , ρj, µ

(l)
vc,q, σ

(l)
vc,q

)
= 1− J

(√
j− 1 · J−1

(
1− I lvc,q

))
. (21)

The check node degrees are not unique to meet the code
rate requirements. Generally, a continuous positive integer
is denoted as dc, dc−1, . . . , dc−s,Where dc represents the
largest number of degree of check nodes. The proportions
of the edges connected to them are ρdc , ρdc−1, . . . , ρdc−s,
respectively. Then, in the l-th round of iteration, the compo-
nent output information of the q-th GM of the check node can
be calculated as:

I (l)cv,q
(
λk , ρj, µ

(l)
vc,q, σ

(l)
vc,q

)
=

dc∑
j=dc−s

I (l)cv,q,j

=

dc∑
j=dc−s

ρj

[
1− J

(√
j− 1 · J−1

(
1− I lvc,q

))]
, (22)
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So that the l-th iteration output information of check node Icv
can be calculated as:

I (l)cv =
Q∑
q=1

ωq × I (l)cv,q, (23)

According to the output information of each dimension of
the Gaussian component at the check node, the variance
and mean of the check node output information LLR are
expressed respectively as:

σ 2
cv,q

(l)
=

(
J−1

(
I (l)cv,q

))2
, (24)

µ(l)cv,q =
σ 2
cv,q

(l)

2
=

(
J−1

(
I (l)cv,q

))2
2

. (25)

Notably, the traditional method is still used, that is, J−1 (·)
is used to calculate the variance and mean of the Gaussian
distribution of each dimension that the check node passes
to the variable node. However, (17) and (18) show the total
variance in the next round is not twice the mean because the
variance of the initialization channel LLR is still not twice
the mean. It is necessary to calculate the mutual information
by using (13)-(14). After that, the check node outputs LLR
information to the variable node to start a new round of
iteration. For the new round l, the last round is recorded
as l−1 and µ(l−1)cv,q and σ 2

cv,q
(l−1) are substituted into (17)

and (18). Then, a new round of iteration information will be
calculated.

4) CONVERGENCE JUDGMENT
After multiple rounds of information iteration, the final
mutual information no longer changes. If the output mutual
information of the variable node and the check node are both
1 in the final, the iterative decoding of the degree distribution
is considered successful, and vice versa.

EXIT analysis can be performed according to the above
iterative decoding process. The output mutual information
of the variable and check nodes are recorded as y and
x, respectively, and they are drawn in the same coordi-
nate system to obtain an EXIT chart based on the EM
estimation.

Taking the (3,6) code as an example, in the first iteration,
the EM estimation parameters in Table 1 are substituted into
(19) and the outputs of each dimension Gaussian mixture
component are:

I0vc,1 = 0.9119, I0vc,2 = 0.9993,

I0vc,3 = 0.9978, I0vc,4 = 0.6263.

Substituting I0vc,q (q = 1, 2, 3, 4) into (20) can obtain that

I0vc =
4∑

q=1

ωqI0vc,q = 0.8382.

The check node does not transmit information during ini-
tialization, so I0cv = 0. For the sake of convenience in

FIGURE 4. EXIT polyline chart of (3, 6) code with SNR of 6 dB.

simulation, we will record I0cv as 0.0001. Then, the coordi-
nates of the first point in Fig. 4 are (0.0001,0.8382). When
calculating the mutual information of the check node, substi-
tuting I1vc,q, j = 6, and ρ6 = 1 into (22) results in:

I1cv,1 = 0.6428, I1cv,2 = 0.9955,

I1cv,3 = 0.9897, I1vc,4 = 0.1204.

Then, I1cv,q (q = 1, 2, 3, 4) is substituted into (23) and it can
obtain that

I1cv =
4∑

q=1

ωqI1cv,q = 0.6083.

Therefore, the coordinates of the second point in Fig. 4 are
(0.6083, 0.8382). Finally, the mean and variance of the
output information of the check node are substituted
into (17) and (18) to start the next iteration. Simi-
larly, the coordinates of the third point can be calculated
as (0.6083, 0.8866).

The decoding is successful when the polyline finally con-
verges to 1. At this point, the VND curve must always be
above the CND curve. Otherwise, the decoding is unsuc-
cessful. Given that we use the mutual information output
of each dimension when calculating the iterative mutual
information, we can also perform EXIT analysis on each
dimension and draw a multidimensional EXIT chart. The
relationship between each dimension variable node and the
check node output mutual information can be obtained as
follows:

Ivc,q
(
λk , Icv,q

)
=

dv∑
k=2

λkJ ′
(
(k−1)

2

(
J−1

(
Icv,q

))2
+µch,q,(k − 1)

(
J−1

(
Icv,q

))2
+σ 2

ch,q

)
.

(26)
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FIGURE 5. Multi-dimensional EXIT chart of the (3,6) code with a signal to
noise ratio of 6 dB.

Icv,q
(
ρj, Ivc,q

)
=

dc∑
j=dc−s

Icv,q,j

=

dc∑
j=dc−s

ρj

[
1−J

(√
j−1 · J−1

(
1− Ivc,q

))]
.

(27)

When λk and ρj are determined, the above equation can
be regarded as the Icv,q

(
Ivc,q

)
function of the q-th Gaus-

sian mixture component that produces mutual information
Ivc,q at the variable node and the Ivc,q

(
Icv,q

)
function of the

mutual information output, Icv,q of the check node. By taking
the independent variables of the two functions uniformly,
the mutual information output curve VND of the variable
node and the mutual information output curve CND of the
q-th dimension of the check node can be obtained. Then, the
two curves obtained are drawn in the same coordinate axis
to obtain a multidimensional EXIT chart. Fig. 5 presents the
multidimensional EXIT chart of the (3,6) code with Q = 4.
The black curve in Fig. 5 is the VND curve and the red

curve is the CND curve. If the VND curve for each dimen-
sion is always above the CND curve, then the decoding is
successful.

Unlike the traditional EXIT, which can only be analyzed
iteratively for the one-dimensional parameters in the AWGN
channel, the improved EXIT algorithm based on the EM esti-
mation can analyze iteratively the multi-dimensional mean
and variance parameters in the wireless power line.Moreover,
in the real channel, the variance is often not twice the mean
and the EXIT algorithm based on the EM estimation can over-
come the limitation of the parameter problem. The decoding
fails if any dimension of the multidimensional EXIT chart
does not satisfy the VND curve above the CND curve. The
performance in the EXIT polyline chart cannot converge to 1.
We derive the relationship between the EXIT polyline chart
and the multidimensional EXIT chart in next part.

In summary, the improved EXIT algorithm has strong
versatility and portability. We can use the characteristics of
the multidimensional EXIT and EXIT polyline charts to con-
struct and optimize the LDPC code.

C. BER CALCULATION OF MULTIDIMENSIONAL EXIT
CHART
According to the multi-dimensional EXIT theory described
above and the BER calculation formula under the traditional
EXIT provided in [22], we derive the theoretical BER calcu-
lation formula under the multi-dimensional EXIT as follows:

BER(l) =
1
2

Q∑
q=1

ωqerfc
(

1

2
√
2

×

√
σ 2
ch,q +

(
J−1

(
I (l)vc,q

))2
+

(
J−1

(
I (l)cv,q

))2)
,

(28)

where I lcv,q denotes the output mutual information of
the q-th mixed Gaussian component in the l-th iteration

and
(
J−1

(
I (l)vc,q

))2
denotes the variance of the variable

node (LLR) of the q-th mixed Gaussian component in the
l-th iteration, that is, σ 2

vc,q
(l), which can be calculated by (18).

The equation above can not only be used to analyze the BER
when stopping the iteration but also to calculate the BER in
the current state according to themutual information values of
the two decoders in the iterative process, which is convenient
for analyzing the progressive performance of the LDPC code
error rate during iterative decoding.

IV. OPTIMIZATION OF LDPC CODE DISTRIBUTION BASED
ON MULTIDIMENSIONAL EXIT CHART
In this section, an optimality distribution is constructed for
a parallel communication system with mixed fading and
impulse noise. First, the stability conditions of the LDPC
codes in mixed fading conditions are derived. Then, the con-
straints of code convergence are provided by demonstrating
the equivalence relation between the entire combining EXIT
polyline chart and the multi-dimensional EXIT chart conver-
gence. Finally, the problem of LDPC code degree distribution
optimization is abstracted as the problem of finding the max-
imum value in the continuous space nonlinear cost equation,
which can be solved by differential optimization:

1) Firstly, the maximum area between the curves is opti-
mized and the degree distribution that maximizes the
area between the curves constructed.

2) Then, on the basis of the optimal distribution of
the waterfall area and the EM estimation parameters,
we use the iterative convergence results of the multi-
dimensional EXIT chart to obtain the minimum SNR
(which we call the quasi-noise threshold) required for
code convergence.

3) Finally, at the quasi-noise threshold, theminimumBER
in the l-th iteration is optimized to construct the optimal
distribution of the performance of the bit error floor.
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A. CONSTRAINTS
1) STABILITY CONDITIONS
The BP decoding algorithm requires a symmetric and sta-
ble channel output signal. If the channel output signal is
symmetric and stable, the BP decoding algorithm can make
the decoding error probability arbitrarily small; otherwise,
the decoding error probability must be greater than a certain
value.

The stability condition of the LDPC code is
λ′ (0) ρ′ (1) < es, where s = − log

[
2
∫
∞

0 p0 (x) e−x/2dx
]

and λ (x) and ρ (x) are the variable node and check node
degree distributions of the LDPC code, respectively. In the
AWGN channel, according to the density function of the
channel initialization message LLR and the definition of
the stability condition, e−s can be expressed as:

exp(−s)= 2
∫
∞

0
p0 (x) exp

(
−
x
2

)
dx

= 2
∫
∞

0

σ

2
√
2π

exp

(
−

(
x − 2/σ 2

)2
8/σ 2

)
exp

(
−
x
2

)
dx

= exp
(
−

1
2σ 2

)
, (29)

where σ 2 represents the variance of the channel noise. There-
fore, the stability condition of the LDPC code in AWGN
channel is λ′ (0) ρ′ (1) < exp

(
1

2σ 2

)
.
In symmetry condi-

tions, assuming that the channel transmits all ‘‘1’’ codes, then
p0 (x) satisfies the Gaussian distribution with a variance of
twice the mean, that is, p0 (x) ∼ N

(
2/σ 2, 4/σ 2

)
.

In the mixed fading channel, the stability condition must
be reanalyzed because the variance of the LLR distribution
obtained by the EM estimation is no longer twice the mean.
e−s can be expressed as:

exp (−s) = 2
∫
+∞

0
p0 (x) exp

(
−
x
2

)
dx

=

Q∑
q=1

ωq

2× 1√
2πσ 2

q

×

∫
+∞

0
exp

(
−

(
x − µq

)
2σ 2

q

)
exp

(
−
x
2

)
dx

]
.

(30)

Using the integral transformation method, the above for-
mula can be converted into

exp(−s) =
Q∑
q=1

ωq

exp

(
σ 2
q − 4µq

)
8


×

[
1−8

(
σ 2
q − 2µq

2
√
2σq

)]]
, (31)

where ωq is the weight of the q-th dimensional mixed Gaus-
sian component, σ 2

q is the variance of the q-th dimensional
Gaussian component, µq is the mean of the q-th dimensional

mixed Gaussian component, Q is the number of mixed Gaus-
sian components, and 8 is the Gaussian error function.

The certification process is detailed in Appendix C.
In the mixed fading channel of parallel communication,

the stability condition is

λ′ (0) ρ′ (1) < 1/
Q∑
q=1

ωq

exp

(
σ 2
q − 4µq

)
8


×

[
1−8

(
σ 2
q − 2µq

2
√
2σq

)]}
. (32)

In the AWGN channel, be substituting σ 2
i = 2µi into (32),

the following can be obtained:

λ′ (0) ρ′ (1) < 1/
Q∑
q=1

ωq

[
exp

(
−σ 2

q

8

)
× [1−8(0)]

]
.(33)

Given that 8(0) = 0, the simplification result is

λ′ (0) ρ′ (1) < 1/
Q∑
q=1

ωq

[
exp

(
−σ 2

q

8

)]
. (34)

By substituting σ 2
q = 4/σ 2 into the simplification, the follow-

ing can be obtained:

λ′ (0) ρ′ (1) <
Q∑
q=1

ωq

[
exp

(
1

2σ 2

)]
. (35)

In the AWGN channel condition, the above equation degen-
erates into the stability condition of the traditional EXIT
algorithm. This result shows that the stability conditions in
the hybrid fading channel we provide are compatible with the
AWGN channel conditions.

2) CONVERGENCE JUDGMENT
The convergence of the traditional EXIT chart is based on the
VND curve, which is always above the CND curve and even-
tually converges to 1 [27]. Figs. 4 and 5 indicate that under
the mixed fading model with the modified EXIT algorithm
and in both the EXIT polyline and multidimensional EXIT
charts, the VND curves are always above the CND curve and
eventually converge to 1. This is the convergence condition
based on the modified EXIT algorithm. The following will
prove that the convergence of the EXIT polyline chart and that
of the multidimensional EXIT chart are mutually necessary
and sufficient conditions.
Lemma: The necessary and sufficient condition for the

multi-dimensional EXIT and EXIT polyline charts to con-
verge to 1 is that the CND and the VND curves of each
dimension must not intersect (they should only intersect or
converge to the value 1 corresponding to (1, 1) in EXIT
curve).
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a: PROOF OF THE SUFFICIENCY
Ievq,xt and Iecq,xt represent the output mutual information of
the variable and check node, respectively, when the abscissa
is xt , t ∈ (1, 2, . . . ,T ) , xt ∈ (0, 1) in the q-th dimension.
For any dimension and coordinate xt , Ievq,xt > Iecq,xt , that
is, the VND curve of each dimension of the mixed Gaussian
component in the multi-dimensional EXIT chart is above the
CND curve:

Ievx =
Q∑
q=1

ωqIevq,xq >
Q∑
q=1

ωqIecq,xq = Iecx .

The equation above shows that when the VND curve of each
dimension is above the CND curve in the multidimensional
EXIT chart, the VND curve must be above the CND curve in
the EXIT polyline chart. That is, the convergence condition
of the EXIT polyline chart is satisfied.

Ievx =
Q∑
q=1

ωqIevq,xq >
Q∑
q=1

ωqIecq,xq = Iecx .

b: PROOF OF THE NECESSITY
Supposing a multidimensional EXIT chart containing
Q-dimensional mixed Gaussian components can converge
to 1, if one dimension does not converge, the rest converge
to 1. Let the dimension that does not converge be the Q-th
dimension. Then, ∀xt ∈ (0, 1), must have

Iev1,xt > Iec1,xt
Iev2,xt > Iec2,xt
· · ·

IevQ−1,xt > IecQ−1,xt

,

and ∃xt ∈ (0, 1) must have IevQ,xt = IecQ,xt < 1. Then,

given
Q∑
q=1

ωq = 1, the EXIT polyline chart must have
Ievx =

Q∑
q=1

ωqIevq,xt < 1

Iecx =
Q∑
q=1

ωqIecq,xt < 1
.

Thus, the EXIT polyline chart cannot converge to 1, that is,
the EXIT polyline chart does not converge.

In summary, the convergence of the EXIT polyline chart
and that of the multidimensional EXIT chart are mutually
necessary and sufficient conditions.

B. DEGREE DISTRIBUTION OPTIMIZATION
The optimization of the degree distribution includes mainly
the optimization of the waterfall area and the bit error floor
area. The goal of waterfall area optimization is to quickly
find the approximate noise threshold of the decoding, which
considerably reduces the time spent on the bit error floor area
optimization while ensuring excellent waterfall characteris-
tics of the bit error floor area optimization results. The bit
error floor area optimization aims to reduce the error floor
when the decoding converges and finally construct a degree

distribution with excellent performance in both the waterfall
and bit error floor areas.

1) WATERFALL AREA OPTIMIZATION (WFA OPT.)
The portion between the VND and CND curves in the EXIT
chart is the decoding channel of the LDPC code. The spacing
between the two curves of the EXIT chart will shrink with the
decrease of SNR, and eventually intersecting and resulting in
failure to decode correctly.

In designing an LDPC code in a power line-wireless mixed
channel suitable for unstable channel conditions, when the
code rate is fixed, the optimal degree distribution should be
constructed so that the area between the two curves is the
largest and can withstand severe channel conditions. So it can
be successfully decoded at a lower SNR. The waterfall area
corresponding to the BER curve will also come earlier.

Arbitrarily select a high signal-to-noise ratio and a suitable
code rate R. In each dimension of the multi-dimensional
EXIT chart, uniformly take T points on the VND and
CND curves, respectively denoted as Ievq,xt , Iecq,xt , where
q denotes the first q-th dimensions; t ∈ (1, 2, · · · ,T ) rep-
resents the t-th point. The area of a single dimension is
approximately

sq =

T∑
t=1

(
Ievq,xt − Iecq,xt

)
T

. (36)

The total area of the final multidimensional EXIT chart is

S =
Q∑
q=1

(
ωq × sq

)
, (37)

where Q is the total number of dimensions estimated by EM
and wq is the weight of the q-th dimension estimated by the
EM algorithm.

The constraint conditions are the stability and convergence
conditions of the LDPC code in the mixed fading channel.
These two constraints are the premise that the codeword can
be decoded correctly. The total area (S = 0) is considered
if the code word does not satisfy the stability or convergence
condition.

In summary, the code word waterfall area performs better
and can withstand more severe channel conditions when the
total area (S) is the largest.

Maximize :S =
Q∑
q=1

(
ωq × sq

)
,

Subject to :λ′ (0) ρ′ (1)<1/
Q∑
q=1

ωq

exp

(
σ 2
q − 4µq

)
8


×

[
1−8

(
σ 2
q − 2µq

2
√
2σq

)]]
,

Ievq,xt
(
λ,µq, σ

2
q

)
> Iecq,xt

(
ρ,µq, σ

2
q

)
(q ∈ [1, 2, 3, · · · ,Q] , t ∈ [1, 2, 3, · · · ,T ]) .
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Taking the maximum area between the curves as the target
and satisfying the stability and convergence conditions as
constraint conditions for differential evolution, the degree
distribution of the waterfall area with excellent performance
can be obtained. The SNR corresponding to the waterfall area
can be obtained by calculating the BER of the degree distribu-
tion. The SNR can be approximated as the noise threshold that
the channel can be decoded correctly, that is, the quasi-noise
threshold. The EM estimation must be repeated for different
SNRs when performing BER simulation. The simplification
method determines the quasi-noise threshold by performing
several tests on the SNR using the dichotomy.

2) ERROR FLOOR AREA OPTIMIZATION (EFA OPT.)
After the optimization in the waterfall area, the quasi-noise
threshold is obtained and the bit error floor is optimized under
a quasi-noise threshold to obtain a distribution of excellent
waterfall and bit error floor characteristics. The BER of the
degree distribution can be obtained by (28), the minimum
BER at the final convergence is optimized for the optimiza-
tion target and the bit error floor area of the optimized distri-
bution is improved.

Minimize BER =
1
2

Q∑
q=1

ωq

× erfc


√
σ 2
ch,q +

(
J−1

(
Ivc,q

))2
+
(
J−1

(
Icv,q

))2
2
√
2

 ,
Subject to: λ′ (0) ρ′ (1) < 1/

Q∑
q=1

ωq

exp

(
σ 2
q − 4µq

)
8


×

[
1−8

(
σ 2
q − 2µq

2
√
2σq

)]]
,

Ievq,xt
(
λ,µq, σ

2
q

)
> Ieci,xt

(
ρ,µq, σ

2
q

)
(q ∈ [1, 2, 3, · · · ,Q] , t ∈ [1, 2, 3, · · · ,T ]) .

The degree distribution with excellent performance in the
waterfall area and the bit error floor can be obtained by find-
ing the appropriate degree distribution through differential
optimization.

The selection of the quasi-noise threshold is of great signif-
icance for the optimization of the bit error floor. It overcomes
the difficulty of excessive optimization caused by massive
search and reduces the number of differential optimizations
considerably and only requires a differential evolution at
the quasi-noise threshold to obtain the required optimality
distribution. The quasi-noise threshold still has some optimiz-
able space compared to the actual noise threshold. Therefore,
when the quasi-noise threshold is optimized for the bit error
floor, the target with the lowest BER is optimized, and the
details of the EXIT curve can be adjusted. Thus, the EXIT

curve not only ensures good waterfall characteristics but also
satisfies the best error floor.

V. SIMULATION RESULTS
The experiment was performed using Matlab. The wireless
channel fading is a Nakagami-m distribution, the noise is
Gaussian white noise. The power line channel fading is a log-
normal distribution, and the impulse noise is modeled by the
Bernoulli–Gaussian model. Similar to [30], the fixed power
line fading parameter is 1.8, the impulse to background noise
power ratio K is 10, the m of Nakagami-m fading model is
1.2, and the impulse noise occurrence probability p is 0.01.
Both channels are energy normalized.

The SNR is set to 6 dB and the above parameters are
substituted into (8)-(10) to generate the LLR values. Gaus-
sian mixture fitting is performed on the distribution of these
initialized LLR values and the Gaussian mixing parameters
are obtained by the EM algorithm. The Gaussian mixing
parameters are shown in Table 1.

First, the waterfall area is optimized. Compared with com-
mon code words, such as the (3, 6) code, the degree of
distribution code rate that need to be optimized is set to
0.5. After the optimization of the waterfall area, the optimal
degree distribution is obtained as shown in Table 3. Based on
the above degree distribution and EM estimation parameters,
an improved EXIT algorithm can be used to draw an EXIT
line graph, based on the above degree distribution and the EM
estimation parameters as shown in Fig. 6.

Figs. 6 (a), (b) present the EXIT decoding polyline, which
correspond to the degree distribution with the largest area as
the optimization target and (3, 6) code, respectively. Both
of them performed on a channel with an SNR of 5 dB.
In Fig. 6(a) only a few iterations are required to converge
while the curves in Fig. 6(b) need more iterations to con-
verge. Figs. 6(c), (d) show the EXIT decoding polyline, which
correspond to optimized degree distribution and (3, 6) code,
respectively. The degree distributions performed on a channel
with an SNR of 4.1 dB.

The comparison of Fig. 6 (a) with Fig. 6 (c) indicates that
the decoding channel narrows and the number of iterations
increases as the SNR decreases. The comparison of Fig. 6 (c)
and Fig. 6 (d) show that the convergence results of different
degree distributions at the same SNR will be quite different.
The degree distribution obtained by optimization is signif-
icantly better than the (3, 6) code with the same code rate
of 0.5.

In part IV, we demonstrate that the multidimensional
EXIT chart is equivalent to the convergence condition of
the EXIT polyline chart. Fig. 7 shows the multi-dimensional
EXIT chart corresponding to the EXIT polyline chart of
Fig. 6. The multi-dimensional EXIT charts is similar to Fig.7.
We now only discuss the narrowest dimensions among them
which limit the convergence.

Figs. 7(a) and (b) are simulations of WFA optimization
degree distribution and (3, 6) code with an SNR of 5 dB.
Figs. 7(c) and (d) are simulations of WFA optimization
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TABLE 3. Degree distribution obtained through different conditions and different optimization strategies.

degree distribution and (3, 6) code with an SNR of 4.1 dB.
The black curve represents the VND curve and the red curve
represents the CND curve. The comparison of Figs. 7(a)
and (b) indicate that although both of the two curves
in Figs. 7(a) and (b) can converge to 1 without intersect,
the curves in Fig. 7(a) have more space which can withstand
worse channel conditions. From Figs. 7(c) and (d), it can be
seen that the VND and CND curves of (3, 6) code intersect
before (1, 1) when the SNR comes to 4.1 dB while the
curves of WFA optimization degree distribution are almost
tangent with each other. Comparing Figs. 7(a) and (c) and
Figs. 7(b) and (d), it is concluded that the decrease of SNR
can cause the decoding channel to become narrower of even
turned off, which serves as our theoretical basis for finding
the quasi-decoding threshold of the code by reducing the SNR
gradually.

Different degree distributions with the same code rate
0.5 at different SNR are simulated. The WFA Opt. distri-
bution, the EFA Opt. distribution, the Joint Opt. distribu-
tion, the (3,6) code, the (4,8) code and the code used in
802.11 and 802.16e wireless standards [38] are compared in
terms of BER and waterfall area characteristic. The chosen
LDPC codes of 802.11 and 802.16e are with the same frame
length of 1944 and the same code rate of 0.5. They can be
decoded by a layer BP algorithm with a limited iterations.

The comparison results are shown in Fig. 8. It indicates that
the degree distribution of the WFA optimization has a good
waterfall area characteristic but the bit error floor character-
istic is slightly poor. The EFA optimization has the best error
characteristics after convergence but thewaterfall characteris-
tic is poor and similar to the (3,6) code. This finding indicates
that the optimization of the WFA plays an important role in
the entire optimization process. Only EFA optimization near
the decoding threshold can get the best degree distribution.
After the WFA optimization, it can be observed that the quasi
noise threshold is 4.1 dB.

The EM estimated parameter with SNR of 4.1 dB is
substituted into the differential optimization algorithm and
the degree distribution obtained by optimizing the BER is
the optimal degree distribution. The optimum distribution is
superior to the degree distribution optimized by the WFA
because the WFA optimization aims to maximize the area
between curves and is used to approximate the actual decod-
ing threshold. The optimization with the lowest BER adjusts
the shape of the curve by changing the degree distribution
so that the two curves fit more closely. Contrasting the Joint
Opt. codes with the LDPC distribution in 802.11 and 802.16,
it can be observed that the Joint Opt is better in waterfall and
bit error characteristic. In summary, the degree distribution
constructed by the optimization algorithm provided in this
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FIGURE 6. EXIT polyline charts with WFA Opt. code and (3,6) code in with
different SNRs.

paper has certain advantages in terms of the power line and
wireless dual media cooperative communication system. The
fading and impulse noise parameters are unchanged and the
rate (R) is set to 0.75 to study the influence of the rate-rate
distribution. The steps of Fig. 8 are repeated and compared
with the parameter with a code rate of 0.75 as shown in Fig.9.

It can get the same conclusion as the code rate of 0.5 simu-
lation results through the comparison of the BER curves with
a code rate of 0.75 under different optimization strategies.
The degree distribution obtained by the EFA optimizing only
cannot exhibit a reliable performance in the parallel com-
munication of dual media. The bit error floor characteristics
of the degree distribution and the waterfall characteristics
obtained by joint optimization are better than that obtained
by the WFA optimization. The optimization with the low-
est BER adjusts the shape of the curve by changing the
degree distribution so that the two curves fit more closely.
Therefore, the two curves can still be disjointed under the
condition of the worst SNR and the correct decoding can be
realized. The above conclusion is basically the same as in
the case where the code rate is 0.5. The comparison of the
degree distributions obtained through algorithm optimization
at different code rates shows that the larger the code rate is,
the more the waterfall area lags. The maximum impact of the

FIGURE 7. The narrowest dimension of the multi-dimensional EXIT charts.

FIGURE 8. Theoretical BER graph of different codes.

code rate on the performance of the optimization results is
the waterfall area. Therefore, the code rate can be adjusted
appropriately according to the actual SNR of the power line-
wireless parallel channel to utilize the channel resources fully
to deliver the corresponding information.

In Fig. 10 the red, blue, and black curves are the BER
curves of the joint optimization degree distributions in dif-
ferent channel conditions. With the increasing of probability
of noise, the error floor raises and the waterfall area moves
to right. When the m of Nakagami-m decreases, the fading of
channel becomes stronger. However, the fading of wireless
channel do not change the waterfall area. The enhancement
in fading of wireless channel raises the error floor only.
In summary, the impulse noise has considerable impact on
the final decoding result in the power line wireless parallel
channel, while the fading has less effect on the decoding
than impulse noise. This is because we have used separate
transmission and centralized processing to process the infor-
mation. Diversity technology is an anti-fading technique so
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FIGURE 9. BER graph for codes with code rates of 0.5 and 0.75.

FIGURE 10. Error rates of joint Opt.degree distributions in different
channel conditions.

that it is insensitive to the changes in the fading parameters of
the wireless channel. The diversity technique can’t effectively
eliminate the impulse noise, so the impulse noise probability
has a great impact on the system.

The iterative progressive performance of the degree dis-
tribution can be analyzed through (28). The BER analysis
chart under the three-dimensional model clearly shows that
the variable node produces mutual information and checks
the relationship between the node output mutual information
and BER while reflecting the decoding trajectory, as shown
in Fig. 11.

The curved surface in Fig. 11 represents the theoretical
BER of the joint optimization degree distribution when the
impulse noise occurrence probability is 0.05, the SNR is
5 dB. And the orange curve refers to the decoding iteration
path of the joint optimization degree distribution. The points
on the curve reflect the Iev, Iec and BER information in
the iterative process. The red curve represents the decoding
iteration path of the optimization degree distribution when
the impulse noise occurrence probability is 0.01. The cor-
responding rounds, Iev, Iec and BER can be found more

FIGURE 11. Three-dimensional EXIT decoding curves with impulse noise
occurrence probabilities of 0.01 and 0.05.

accurately in each iteration through the three-dimensional
map.

VI. CONCLUSION
An EXIT algorithm based on Gaussian mixture coding
and multi-dimensional node information calculation is pro-
posed in this paper. Gaussian mixture model estimation
of the decoding initialization information is performed by
the expectation maximized algorithm. Then, the multi-
dimensional information processing is performed on the vari-
able node and the check node information in the traditional
EXIT algorithm based on the multi-dimensional Gaussian
mixture model and system symmetry analysis. Finally, the
objective function of LDPC code optimization is constructed.
The improved formula, multi-dimensional EXIT chart, opti-
mization algorithm, and three-dimensional error rate map
provide necessary solutions for the future analysis of dual
media cooperative channels. At present, the key point we
studied is the joint optimization in parallel communication
system. In future we will study LDPC performance analysis
methods and codeword optimization issues in Bi-directional
Relays system.

APPENDIXES
APPENDIX A
Mutual information (I (X |L)) between the random variable X
and the LLR message L is defined as follows:

I (X |L) = H (X)− H (H |L)

= 1− E
[
log2

(
1

pX |L (x|l)

)]
= 1−

∑
x=±1

∫
+∞

−∞

pL,X (l, x) · log2
(
1/pX |L (x|l)

)
dl

= 1−
∑
x=±1

∫
+∞

−∞

pX (x) pL|X (l|x)

× log2


∑
x=±1

pX (x) · pL|X (l|x)

pX (x) · pL|X (l|x)

 dl
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= 1−
∑
x=±1

∫
+∞

−∞

1
2
· pL|X (l|x)

× log2

(
pL|X (l| + 1)+ pL|X (l| − 1)

pL|X (l|x)

)
dl

= 1−
1
2

{∫
+∞

−∞

[
pL|X (l|+1)·log2

(
1+

pL|X (l|−1)
pL|X (l|+1)

)
+pL|X (l| − 1) · log2

(
1+

pL|X (l| + 1)
pL|X (l| − 1)

)]
dl
}

According to the symmetry of message density
pL|X (l| + 1) = pL|X (l| − 1), the above formula can be
written as

I (X |L) = 1−
∫
+∞

−∞

pL (l| + 1) · log2

(
1+

pL|X (l|−1)
pL|X (l| + 1)

)
dl

= 1−
∫
+∞

−∞

pL (l| + 1)×

exp
(
−(l−µ−)2

2σ 2−

)
exp

(
−(l−µ+)2

2σ 2+

)
 dl.

= J ′ (µ, σ )

Given that the research object is the component l of the
Gaussian-fitted LLR, l satisfies the Gaussian distribution and
the variance has a mean. In the above formula, µ+ represents
the mean of l when X = +1, µ− represents the mean of l
when X = −1, σ 2

+ represents the variance of l when X = +1,
and σ 2

− represents the variance of l when X = −1. In the
simulation, we have verified the symmetry of the system,
so µ+ = −µ−, σ 2

+ = σ
2
−. Therefore, it can be simplified as

J (µ, σ ) = 1−
∫
+∞

−∞

pL (l| + 1) · log2

[
exp

(
−
2µl
σ 2

)]
dl.

In the above formula, µ is the mean of the LLR message
when X = +1 is sent and σ 2 is the variance of the LLR
message when X = +1 is transmitted.

APPENDIX B

exp(−s)

= 2
∫
∞

0
p0 (x) exp

(
−
x
2

)
dx

=

Q∑
q=1

ωq

[
2

σq
√
2π

∫
∞

0
exp

(
−

(
x − µq

)2
2σ 2

q

)
exp

(
−
x
2

)
dx

]

=

Q∑
q=1

ωq

[
2

σq
√
2π

∫
∞

0
exp

(
−
x2−2µqx + µ2

q+σ
2
q x

2σ 2
q

)
dx

]

=

Q∑
q=1

[
2ωq

σq
√
2π
· exp

(
−
µ2
q

2σ 2
q

)

×

∫
∞

0
exp

(
−

1
2σ 2

q
x2 −

σ 2
q − 2µq
2σ 2

q
x

)]
dx

=

Q∑
q=1

[
2ωq

σq
√
2π
· exp

(
−
µ2
q

2σ 2
q

)

×

∫
∞

0
exp

(
−
x2 + σ 2

q − 2µq
2σ 2

q
x

)
dx

]

=

Q∑
q=1

ωq

exp

(
σ 2
q − 2µq

)2
− 4µ2

q

8σ 2
q


×

[
1−8

(
σ 2
q − 2µq

2
√
2σq

)]]T

=

Q∑
q=1

ωq

exp

(
σ 2
q −4µq

)
8

× [1−8(σ 2
q − 2µq

2
√
2σq

)]
The above formula can be calculated according to the follow-
ing formula:∫
∞

0
exp

(
−
x2

4β
− γ x

)
dx

=
√
πβ exp

(
βγ 2

) [
1−8

(
γ
√
β
)]
, [Reβ > 0] .

APPENDIX C
The Gaussian Hermit formula is∫

+∞

−∞

e−x
2
f (x) dx ≈

n∑
k=0

Ak f (xk) .

For

J ′
(
µq, σq

)
=

∫
+∞

−∞

(
exp

(
−

(
l − µq

)2
2σ 2

q

)
/
√
2πσ 2

q

× log2

(
1+ exp

(
−
2µql
σ 2
q

)))
dl

=

√
2σ 2

q

∫
+∞

−∞

(
exp

(
−
(
l − µq

)2 /2σ 2
q

)
/
√
2πσ 2

q

× log2

1+ exp

−2µq/σ 2
q ×

(l − µq)√
2σ 2

q

·

√
2σ 2

q + µq

 d

(
l − µq

)√
2σ 2

q

Let l−µq√
2σ 2q
= z, then the above formula can be transformed

into

J ′
(
µq, σq

)
=
∫
+∞

−∞

(
1
√
π
exp

(
−z2

)
× log2

(
1+ exp

(
−2µq/σ 2

q ×

(
z ·
√
2σ 2

q + µq

))))
dz

According to the Gaussian Hermit transformation,

J ′(µq, σq)= 1−
1
√
π
×

M∑
m=1

(cm

× log2
[
1+exp

(
−2µq/σ 2

q ×

(√
2 amσq+µq

))])
.
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