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ABSTRACT Intra-pulse modulation recognition of radar signals is an important part of modern electronic
intelligence reconnaissance and electronic support systems. With the increasing density of radar signals,
the analysis and processing of multi-component radar signals have become an urgent problem in the current
radar reconnaissance system. In this paper, an intra-pulse modulation recognition approach for single-
component and dual-component radar signals is proposed. First, in order to adapt to the time-frequency
energy distribution characteristics of various radar signals, we propose to extract the time-frequency images
(TFIs) of received signals by Cohen class time-frequency distribution (CTFD) with multiple kernel functions.
Besides, the image processing methods are used to suppress noise and adjust the size and amplitude of
the TFIs. Second, we design and pre-train a TFI feature extraction network for radar signals based on a
convolutional neural network (CNN). Finally, to improve the probability of successful recognition (PSR)
of the recognition system in the pulse overlapping environment, a multi-label classification network based
on a deep Q-learning network (DQN) is explored. Besides, two sub-networks take TFIs based on special
kernel functions as input and re-judge the recognition results of some specific signals to further enhance
the recognition effect of the recognition system. The proposed approach can identify 8 kinds of random
overlapping radar signals. The simulation results show that the overall PSR of dual-component radar signals
and single-component radar signals can reach 94.83% and 94.43%, respectively, when the signal-to-noise
ratio (SNR) is —6 dB.

INDEX TERMS Radar signal recognition, Cohen class time-frequency distribution, convolutional neural

network, deep Q-learning network.

I. INTRODUCTION

Intra-pulse modulation recognition of radar signals is an
important part of modern electronic intelligence reconnais-
sance and electronic support systems [1], [2]. Correct recog-
nition of intra-pulse modulation of radar signal can not only
help to deduce the function of enemy radar, thus judging
its threat level, but also improve the accuracy of parameter
estimation. Due to the increasing density of radar signals in
the modern electronic warfare environment and the use of
large time-width pulse compression signals with complex
modulation in most modern radar signals [3], [4], radar
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reconnaissance systems often intercept overlapping pulses in
time and frequency domains to form the multi-component
radar emitter signals [5]. Most of the proposed modulation
recognition technologies are not adaptable to the multi-
component signal environment, resulting in failures in modu-
lation recognition. Therefore, the analysis and processing of
multi-component signals is an urgent problem in the current
radar reconnaissance system.

The research of intra-pulse modulation recognition of radar
signal is mainly focused on the single-component signal.
Radar signal intra-pulse modulation recognition methods for
single-component signal can be divided into the follow-
ing two categories: traditional feature extraction methods
[6]-[8] and the methods based on deep learning [9]-[12].

49125


https://orcid.org/0000-0002-4823-0396
https://orcid.org/0000-0003-1602-0674
https://orcid.org/0000-0002-6421-3481
https://orcid.org/0000-0003-4744-0268
https://orcid.org/0000-0003-3406-673X

IEEE Access

Z. Qu et al.: Radar Signal Intra-Pulse Modulation Recognition Based on CNN and Deep Q-Learning Network

Traditional recognition methods of feature extraction can
be divided into two parts: feature extraction and classifica-
tion. For feature extraction, scholars have proposed feature
extraction methods based on fractional Fourier transform
[6], [8], short-time Ramanujan Fourier transform [7], inte-
grated quadratic phase function [8] and other feature extrac-
tion methods. However, the generalization performance and
anti-noise performance of these methods are poor, and it
is difficult to meet the needs of current radar intra-pulse
modulation recognition. In recent years, due to the optimal
features can be automatically extracted based on deep learn-
ing, the recognition method of deep learning has been applied
in the field of radar signal intra-pulse modulation recognition.
In [9], a CNN is explored to identify radar signals based
on radar signals’ Choi-Williams distribution (CWD). The
method can recognize 8 kinds of radar signals when the SNR
is above —2 dB. In [10], CNN and deep encoder are used to
recognize TFIs of radar signals. The method can recognize
12 kinds of radar signals. The overall PSR is 95.5% when
the SNR is —6 dB. The recognition method based on deep
learning can effectively improve the overall PSR at low SNR
and adapt to the recognition of a wide range of radar signal
types.

In previous studies, the research on multi-component
signal mainly focused on multi-component signal separation
[5]1, [13]-[16]. Scholars have proposed multi-component
signal separation methods based on parameterized time-
frequency analysis [5], [13], time-frequency image process-
ing [14] and blind source separation [15], [16]. Recently,
some researchers have proposed radar signal intra-pulse
modulation recognition methods based on multi-component
signal separation [17], [18]. Reference [17] decompose
received signals into multiple components based on fractional
Fourier transform and then identifies each signal component
separately based on CNN and fusion features. The method
can separate and recognize 9 kinds of overlapping radar
signals. The overall PSR of dual-component signals is 72%
when the SNR is 0 dB. In [18], regression variational mode
decomposition is explored to separate the received signals,
and then identifies the first signal component and second
signal component based on deep belief network (DBN) and
fusion network, respectively. The method can separate and
recognize 8§ kinds of overlapping radar signals. The overall
PSR of dual-component signals is 94% when the SNR is
0 dB. However, there are still many problems in the method
of intra-pulse modulation recognition for multi-component
radar signals. First, signal separation algorithms usually need
a lot of iteration and search processes, and the amount
of computation is large. Second, the recognition effect of
recognition methods largely depends on the separation effect
of signal separation algorithms, but the separation ability of
the proposed separation methods in the low SNR environment
is poor, which limits the recognition ability of the methods.
Finally, the proposed methods assume that the number of
signals contained in the current signal is known, and design
the recognition methods for single-component signals and
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dual-component signals, respectively, which is difficult to
meet the problem of radar intra-pulse modulation recognition
with unknown number of the signals.

In this paper, we propose a novel approach for single-
component and dual-component radar signal intra-pulse
modulation recognition based on the network architectures
for multi-label image classification [19]-[21]. The approach
can identify 8 kinds of random overlapping typical radar
signals, including linear frequency modulation (LFM), mono-
pulse (MP), sinusoidal frequency modulation (SFM), binary
phase-shift keying (BPSK), binary frequency shift keying
(2FSK), quaternary frequency shift keying (4FSK), even
quadratic frequency modulation (EQFM) and Frank code.
First, we extract the TFIs of received signals by CTFD with
multiple kernel functions. Besides, we adopt image process-
ing techniques to suppress noise and adjust the size and
magnitude of the TFIs. Second, we design and pre-train a TFI
feature extraction network for radar signals based on CNN.
Finally, to improve the PSR of the recognition system in the
pulse overlapping environment, a multi-label classification
network based on a DQN is explored. Besides, two sub-
networks take TFIs based on special kernel functions as input
and re-judge the recognition results of some specific signals
to further enhance the recognition effect of the recognition
system. The simulation results show that the overall PSR
of dual-component radar signals can reach 94.83% when
the SNR is —6 dB. The approach is also adaptable to the
recognition of intra-pulse modulation of single-component
radar signals.

This paper is organized as follows: Section II introduces
the recognition system structure and the radar signal model.
And we introduce the signal preprocessing in Section III.
Feature extraction network and multi-label classification net-
work are introduced in Section IV and section V, respectively.
Section VI shows the simulation results. Finally, Section VII
provides conclusions.

Il. SYSTEM STRUCTURE AND SIGNAL MIODEL
A. SYSTEM STRUCTURE
In this paper, we propose a novel radar signal intra-pulse
recognition approach. The whole recognition system consists
of three parts, including signal preprocessing, TFI feature
extraction and multi-label classification for radar signals. The
system structure of the proposed approach is shown in Fig.1.
First, the received radar signals are preprocessed.
We extract the TFIs of received signals by CTFD with
multiple kernel functions. The first kernel function has a
relatively wide range of radar signal adaptability, which is
used as input of the main network of the recognition system.
The second and third kernel functions have a better time-
frequency analysis effect than the first kernel function for
some specific signals and are used to adjust the recognition
results of the main network. Besides, the image processing
methods are used to suppress noise and adjust the size and
amplitude of the TFIs. Second, in view of the strong feature
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FIGURE 1. Radar signal intra-pulse recognition system structure.

extraction ability of CNN, we combine the CNN, the fully
connected layer and the Softmax layer to extract TFI fea-
tures of the radar signals. After pre-training the TFI feature
extraction network, the parameters of CNN are preserved.
Finally, to improve the PSR of the recognition system in the
pulse overlapping environment, a multi-label classification
network based on a DQN is explored. Besides, aiming at the
SFM signal with poor recognition effect in the main network
and the easily confused MP and BPSK signal, two sub-
networks are designed based on CNN. The TFIs generated
by special kernel functions are used as input to re-judge the
recognition results of SFM, MP and BPSK signals to further
enhance the PSR of the recognition system.

B. RADAR SIGNAL MODEL

The signal intercepted by the passive radar system includes
modulated radar signal and channel noise. The intercepted
signal model can be expressed as follows:

k
x(t) =Y si(t) + ()
i=1
k
— ZAirect(t/Ti)e/(2ﬂfc,-t+¢i(t)+¢0i) +n@) (1)
i=1
where, s;(t) and n(r) represent the ith signal component of
the modulated radar signal and channel noise, respectively.
The channel noise is generally assumed to be additive white
Gaussian noise. k is the number of signal components of the
modulated radar signal. A;, T}, f¢; and ¢, represent the ampli-
tude, the pulse width, the carrier frequency and the initial
phase of the ith signal component, respectively. ¢;(¢) repre-
sent phase function of the ith signal component, which is the
main difference of intra-pulse modulations of radar signals.
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In the problem of multi-component radar signal recogni-
tion, there is little difference in energy between overlapping
signals which interact with each other. So we assume that
the overlapped signals have the same amplitudes, and we
set A; = 1. In the follow-up study of this paper, we only
consider the situation with a large probability in the actual
battlefield, that is, the signal intercepted by the radar system is
a single-component signal or dual-component signal, where
the dual-component signal is formed by overlapping two
signals. Sowe set 1 <k <2.

Ill. SIGNAL PREPROCESSING

In this section, we introduce the time-frequency analysis
method and the TFI preprocessing methods, including CTFD,
two-dimensional Wiener filtering, image size adjustment and
image amplitude normalization, so as to facilitate the data
processing of subsequent neural networks.

A. TIME-FREQUENCY ANALYSIS

CTFD is a bilinear time-frequency distribution, which is
expressed as follows [12]:

1 T . T
P(t,w;¢)=m///x(u+§)x (u—z)

oz, v)e VTV gudrdy  (2)

where ¢ and w are time axis and frequency axis in the time-
frequency domain. x(¢) is the intercepted signal. ¢(z, v) is a
kernel function for filtering in the ambiguity domain. t and v
are the time-delay axis and frequency-shift axis in the ambi-
guity domain, respectively.

The self-term energy of the signal in the ambiguity domain
is mainly concentrated near the origin, so the kernel function
is designed as a low-pass filter in the ambiguity domain.
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CTFD based on different kernels has different time-frequency
analysis characteristics. Reference [12] proposed a kernel
function base on the characteristics of radar signals, and the
expression of the kernel function is as follows:

P1(z.v) = @ HD 3)

where o and § are used to adjust the shape and size of the
kernel function. The simulation result of [12] shows that the
CTFD based on this kernel function has better time-frequency
analysis ability than CWD. In this paper, we adopt the CTFD
proposed in [12] to obtain TFIs with good quality, and we
set « = 0.0005, 8 = 0.001. In subsequent processing,
the obtained TFIs are preprocessed and inputted into the
main recognition network. Fig.2 is the TFIs of 8 typical radar
signals without overlap obtained by CTFD.
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FIGURE 2. The TFlIs of 8 typical radar signals without overlap obtained by
CTFD: (a) LFM, (b) MP, (c) SFM, (d) BPSK, (e) 2FSK, (f) 4FSK, (g) EQFM,
(h) Frank code.

The kernel function proposed in [12] is suitable for a wide
range of radar signal types. However, it is difficult for a
single kernel function to fully adapt to all radar signal types.
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Therefore, we design new kernel functions and adjust the
parameters of the kernel functions for several radar signals
that perform poorly in the above-mentioned TFIs, and acquire
additional TFIs that are specific to some radar signals.

The SFM radar signal studied in this paper has a high fre-
quency modulation (FM) slope. The kernels proposed in [12]
filter out the energy of the signal with a high FM slope,
which results in a poor time-frequency aggregation in the
TFI. Therefore, according to the signal energy distribution
characteristics of SFM in the ambiguity domain, a new butter-
fly kernel function is proposed. The expression of the kernel
function is as follows:

Pa(r,v) = e~ T 4)

where y and ¢ are used to adjust the shape and size of the
kernel function. In this paper, we set y = 0.0005, ¢ = 0.025.
The contour map of the new kernel function presented in
this paper is shown in Fig.3. The TFI obtained by CTFD
based on the kernels proposed in [12] and the new kernels
proposed in this paper is shown in Fig.4. It can be seen
that the TFI obtained by CTFD based on the new kernel
function presented in this paper has higher time-frequency
aggregation. In subsequent processing, the CTFD based on
the new kernel function is preprocessed and inputted into
the SFM radar signal recognition sub-network to improve the
recognition accuracy of the SFM radar signal.

0.5
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(=]

0.5 -0.25 0.25 0.5

Normalization time delay t

FIGURE 3. The contour map of the new kernel function designed by this
paper.

In addition, TFIs under low SNR are seriously affected
by noise. The curves of MP radar signals in TFIs may
break, which are similar to the TFI characteristics of BPSK
radar signals, resulting in confusion between recognition of
MP radar signals and BPSK radar signals. In the ambiguity
domain, the main energy of MP radar signals and BPSK
radar signals is distributed on the time-delay axis. Therefore,
the TFI quality of MP radar signals and BPSK radar signals
can be improved by adjusting the parameters of the kernel
function in [12] and extending the width of the low-pass filter
window of the kernel function in the direction of the time-
delay axis. In this paper, we set « = 0.0001, 8 = 0.001.
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FIGURE 4. The TFIs of the SFM signal obtained by CTFD when SNR is
—6 dB: (a) CTFD based on the kernel function proposed in [12],
(b) CTFD based on the new kernel function proposed in this paper.

In subsequent processing, the obtained TFIs are preprocessed
and inputted into the MP and BPSK radar signal recognition
sub-network to improve the recognition effect of MP and
BPSK radar signals.

B. TIME-FREQUENCY IMAGE PREPROCESSING

In order to facilitate the data processing of subsequent deep
networks, this paper adopts similar image processing meth-
ods of [12] to preprocess the TFIs. First, we use two-
dimensional Wiener filtering to suppress the noise of the
TFIs. Then we use bilinear interpolation to adjust the size of

Input layer

B Vectorized output

96 24@3x3x12

FIGURE 5. The structure of CNN after extending the output part.
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the TFIs. The difference is that the size of the adjusted image
is different. The TFIs with 64 x 64 size are easy to lose details
in the multi-component signal environment, so we adjust the
size of the TFIs to 96 x 96. Finally, since the signals interfere
with each other in the multi-component signal environment,
the signal data may be lost during the binarization process.
Therefore, we use the amplitude data of the TFIs as the input
of the deep network. In addition, in order to standardize the
data input of the deep network, we normalize the amplitude
of the TFIs. The normalization method adopted in this paper
is maximum normalization, which divides the amplitude of
each pixel of the TFI by the maximum amplitude to get the
normalized TFI output.

IV. PRE-TRAINING OF FEATURE EXTRACTION NETWORK
This section mainly introduces the details of the TFI feature
extraction network in this paper. The output structure of CNN
is modified according to the label form of the radar signals,
and the CNN is pre-trained. The purpose of this step is to get
the TFI feature extractor based on CNN.

In view of the powerful image feature extraction capability
of CNN, most of the recent radar signal recognition methods
used CNN as a TFI feature extractor [9]-[12]. The basic
CNN structures only consider the single-label classification
task [22], [23]. In order to deal with the recognition task of
the intra-pulse modulation type of the single-component and
dual-component radar signals, we expand the output part of
CNN according to the signal label form of the radar signals.

The radar signal pulse studied in this paper contains at most
two signal components. The form of the signal label is as
follows:

m1€{1,2,-~-,8},m2€{1,2,~-~,9} (5)

The label values 1 to 8 correspond to the 8 types of intra-pulse
modulation of radar signals studied in this paper. For single-
component signals, the first label is the modulation type of the
signal, and the second label is “empty”, which is expressed
by the label value 9. Based on the signal label form in this
paper, the structure of CNN after extending the output part is
shown in Fig.5.

This paper designs a network structure based on the input
data form of the CNN. First, the form of the TFIs as the input

I=(my, my),

B Convolutional layer #& Pooling layer

mm Fully connected layer

Signal type
outputl

Signal type
output2
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data of the CNN is simple. Therefore, the convolution part
of the CNN designed in this paper contains only 3 convolu-
tional layers and 3 pooling layers. Secondly, the size of the
convolutional kernel is designed according to the width of
the time-frequency curves in the TFIs. In the TFIs, the width
of the time-frequency curves of the radar signals is about
2 to 3 pixels. In order to capture the subtle characteristics
and changes of the time-frequency curve trend, this paper
designs the convolutional kernel size of the CNN as 5 x 5.
Finally, in the second layer, if the convolutional kernel with
the size of 5 x 5 is used, the feature map size of the output
through the calculation of the second layer is 21 x 21, which
leads to the need for padding operation in the pooling layer of
the third layer. For the average pooling adopted in this paper,
noise interference may be caused by edge padding operation.
Therefore, in order to avoid padding operation, the size of the
convolutional kernel of the second layer is adjusted to 3 x 3.
After the convolution and pooling calculations, the feature
maps output by the last pooling layer are vectorized into
feature vectors. Then the recognition results of two signal
components are corresponded by two fully connected layers,
respectively, and the recognition results are transformed into
probability values through the Softmax layer. It is worth not-
ing that the output structure of the recognition results of the
two signal components is slightly different. To deal with the
recognition problem of single-component signals, the output
of the second signal component contains 9 neurons, and the
output of the second signal component contains an additional
neuron corresponding to the signal type of “empty”. After
the output of the network is obtained through the Softmax
layer, the error between the output vector and the label vector
is calculated, and the parameters of the feature extraction
network are adjusted by the back propagation algorithm.

After pre-training the feature extraction network, the
parameters of CNN in the feature extraction network are
reserved. In the subsequent processing, the features of the
TFIs are extracted by CNN, and the recognition results are
output by the multi-label classification network.

V. MULTI-LABEL CLASSIFICATION NETWORK

In this section, the fully connected layer and the Softmax
layer of the neural network in the previous section are
replaced by a recurrent neural network (RNN). The classifica-
tion results are output through multiple cyclic iterations. Then
the designed RNN is used as the network structure of DQN
and trained by the deep Q-learning algorithm. Finally, two
sub-networks are designed to adjust the recognition results of
DQN to obtain higher PSR.

A. DESIGN OF RECURRENT NEURAL NETWORK

Standard CNN uses the fully connected layers and Softmax
layers to establish the mapping relationship between fea-
ture vectors and signal modulation types. In the previous
section, the mapping relationship between feature vectors and
multiple signal component modulation types is established
by combining multiple fully connected layers with Softmax
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layers. However, the classification of each signal is based on
the same feature vector, which is not conducive to multi-label
classification. Besides, the relationship between the classifi-
cation results of modulation types of each signal component
is not established, so its recognition ability is limited. In the
field of deep learning, reference [19] proposed a method
combining CNN and RNN to solve the problem of multi-label
image recognition, and achieves good recognition results.
In this paper, the classification network is designed based
on the RNN structure to establish the relationship between
the multi-component radar signal classification process. The
current classification process can refer to the classification
results of the previous steps, so as to improve the accuracy
of the classification network. The RNN structure is shown
in Fig.6.

classified historical
record vector hidden layerl
hidden layer2

outpuf]

layer

CNN

128

feature vector

9+3888

FIGURE 6. The RNN structure designed for classification in this paper.

The inputs of RNN are composed of two parts: the feature
vectors of TFIs and the classified historical record vectors of
RNN. The input vector can be expressed as follows:

I'=(f,ch (6)

where I is the input vector of RNN, f is the feature vector of
TFI, and ch is the classified historical record vector of RNN.

The interconnect structure of the recurrent neural network
is fully connected. Two hidden layers use rectified linear unit
(ReLLU) as the activation function. In order to facilitate the
subsequent DQN to calculate the Q value, the output layer
does not use the activation function. The calculation process
of each layer is as follows:

h; = ReLU(z;) = ReLU(W;x; + b))
= max(0, Wix; + b;), ie{l,2} @)
0 = Wohy + b, (®)
where h; and o are the output values of the ith hidden layer

and the output layer, respectively. x; is the input of the
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ith hidden layer. 6; = (W;, b;) is the parameter of the ith
hidden layer, and 6, = (W,, b,) is the parameter of the output
layer.

Based on the feature vectors extracted by CNN in the
previous section, the RNN outputs the recognition results of
intra-pulse modulation types of single-component and dual-
component radar signals through multiple cyclic iteration
classification processes.

B. DESIGN OF DEEP Q-LEARNING NETWORK

In order to improve the accuracy of the classification net-
work, this paper adopts the reinforcement learning to train the
RNN designed in the previous step. The traditional training
label of supervised learning usually adopts the form of one-
hot code, which strictly limits the output value of the deep
network model. In this paper, a training mode based on rein-
forcement learning is introduced. According to the label set
of the single-component and dual-component radar signals,
a reward value is fed back to the classification network, and
the parameters of the network are updated by the reward
value. Based on the above reward and punishment rules in
reinforcement learning, the classification network can choose
the order of output of recognition results autonomously to
avoid the hard restriction of traditional classification network
labels and improve the adaptability of classification network
to the recognition of complex dual-component radar signals
formed by pulse overlapping. Reinforcement learning agents
can achieve the optimal strategy through interaction with
the environment and continuous trial-and-error learning [24].
Reinforcement learning has three elements, the first one is
state, the second one is action, and the third one is reward.
The basic process of reinforcement learning is as follows: at
time ¢, the state of the agent is s;. By observing the envi-
ronment, taking action a;, and getting feedback r; from the
environment, the agent enters the next state s,y and repeats
the process until the interaction ends. For the recognition of
intra-pulse modulation of radar signals in this paper, the RNN
obtained in the previous step can be regarded as an agent of
reinforcement learning. In this part, we train the agent with
the deep Q-learning algorithm and get the agent with multi-
label classification ability, which is DQN. The training and
recognition process of DQN is shown in Fig.7.

The state vector of DQN is the input vector of RNN in the
previous part. The state vector changes with the classification
result of the network output before the current step. Then
DQN classifies according to the current state.

The action taken by DQN is to select a signal modulation
type in a recurrent step, which corresponds to the recog-
nition result of a signal component in the current signal.
DQN obtains recognition results through two classification
processes. The recognition results are in the same form as
the signal labels mentioned in the previous section, and the
action space A corresponds to the label set, that is, the action
space in this paper contains 9 kinds of actions.

The feedback of the environment is obtained by com-
paring the recognition results with the signal labels.
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The environment feedback space R includes two values of
—1 and 1, which reflect the quality of network output. If the
recognition result belongs to the current radar signal label set,
the environment feedback gives the network a positive value,
and the identified label is removed from the radar signal label
set, otherwise, the environment feedback gives the network a
negative value.

The training process can be described by Algorithm 1,
where the input is the feature vectors of TFIs, the output is

Algorithm 1 Deep Q-Learning Network Training Process
Require: f
Ensure: 0 = (61,62, 6,) = (W1, b1), (W2, b2), (W, b))

1: Initialize 6, D;

2: for each TFI do

3:  Initialize ch

for each step = 1: 2 do
0 < Qo(ssiep) < Qo((f, ch)

4
5
6: Select action agp based on o and e-greedy policy;
7
8

Execute action ag,, and observe reward rep;
Update ch and get the flag of termination status

ISsteps
9:  end for
10:.  foreachstep =1:2do
11: Store (Sstepy Asteps Vsteps Sstep+15 Astep+15 tsstep) in D;

12:  end for
13:  Random sampling m samples from D to calculate

Qtarget;
Samples:
(Sj, Clj, I"j, sj+la aj+17 tsj)v] € {]1 2» M) m}a
) T Ay is true
Qtarget <

rj + ymax(Qp(sjt1, aj+1))  tsj is false

oL, S (Qlrger — Qs @)’

150 55 < Back propagation;
16: 6 <« 60— ag—é;
17: end for
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all the parameters of the network, including the parameters
of two hidden layers and the parameters of the output layer,
D is replay memory, € is exploration rate, y is attenuation
factor, and « is learning rate.

The network parameters are obtained through the training
process. The Q value of each action is calculated forward
by using the feature vector of the TFI extracted by CNN.
The action with the highest Q value is adopted to obtain the
recognition result of the first signal component. Then the state
vector is updated and entered the next cycle. After the same
operation, the recognition result of the second signal compo-
nent is obtained. Besides, to further improve the recognition
effect of the recognition system, we use sub-network to adjust
the recognition result of DQN in the next part.

C. DESIGN OF SUB-NETWORK BASED ON CNN
ARCHITECTURE

In the time-frequency analysis procession of Section III,
we obtain two additional TFIs according to the energy dis-
tribution characteristics of SFM, MP and BPSK radar signals
in the ambiguous domain besides the TFIs of the main recog-
nition network. In this part, two additional TFIs obtained in
Section III are processed based on CNN architecture. The
two recognition sub-networks designed in this paper have the
same convolution structure as the feature extraction network
in Section I'V. The difference is the fully connected layer and
the Softmax layer of the output part.

If the recognition result of a certain radar signal component
output by the DQN is SFM radar signal, the SFM radar signal
recognition sub-network is enabled. TFI based on the second
kernel function is used as the input of SFM radar signal recog-
nition sub-network. The output of the sub-network contains
2 neurons, which respectively represent the probability of
including and not including SFM radar signal components in
the current radar signal pulse. If the recognition result of the
sub-network is that the current pulse contains the SFM radar
signal component, the SFM radar signal is directly output as
the final recognition result. If the recognition result of the
sub-network is that the current pulse does not contain the
SFM radar signal component, the SFM radar signal will be
deleted from the action set, and the recognition result will be
reselected according to the Q value output by the DQN.

The process of MP and BPSK radar signal recognition
sub-network is similar to that of SFM radar signal recognition
sub-network. The sub-network is enabled when the recogni-
tion result output by the DQN is MP or BPSK radar signal.
The output of the sub-network consists of 4 neurons, which
represent the probability that MP and BPSK radar signal com-
ponents are included or not in the current radar signal pulse.
When the recognition result of the sub-network is that the
current pulse contains MP or BPSK radar signal component,
the recognition result of the DQN will be output directly as
the final recognition result, otherwise, the MP or BPSK radar
signal will be deleted from the action set, and the recognition
result will be reselected according to the Q value output by
the DQN.
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Finally, when the recognition result of the DQN is other
radar signal types except for MP, BPSK, and SFM, the recog-
nition result of the DQN is directly output as the final recogni-
tion result. According to the above process, this paper adjusts
the recognition result of the DQN by combining with the sub-
networks, obtains the final recognition result and completes
the recognition.

V1. SIMULATION RESULT AND DISCUSSION

In this section, the recognition performance of the proposed
method under different SNRs is analyzed by simulation. The
SNR is defined as SNR = 10log,(02/02), 02 and o7 are
signal power and noise power, respectively. There are 8 kinds
of simulated radar modulation signals. The types and param-
eters are shown in Table 1. The sampling points of each signal
are between 1024 and 2048. The SNR of training set samples
ranges from —6 dB to 10 dB. Every 2 dB, 4000 single-
component or random overlapping dual-component signal
samples satisfying Table 1 are generated. Among them,
the sample ratio of single-component signal and overlapping
dual-component signal is 1:4, and 36000 samples are gener-
ated as the training set. The SNR of the test set samples ranges
from —10 dB to 10 dB. In the same way as the training set,
44000 single-component signal samples and 44000 overlap-
ping dual-component signal samples are generated, respec-
tively. A total of 88000 samples are generated as the test set.

TABLE 1. Simulation radar signal parameter table.

Signal type | Parameter Range
LFM Initial frequency (f;) 0.1-04
Bandwidth(A f) 0.1-0.3
MP Carrier frequency (fc) 0.1-04
SFM Minimum frequency (fmin) | 0.1 — 0.2
Af 0.1-0.3
BPSK Barker codes [7,11,13]
fe 0.1—0.4
Symbol width (T%s) (1/20 —1/15) * N
2FSK fers fes 0.1— 0.4
Ts (1/32—-1/8) «x N
4FSK for — fes 0.1-0.4
Ts (1/32 —1/8) % N
EQFM fmin 0.1-0.4
Af 0.1-03
Frank fo 0.1-04
T, (1/100 — 1/32) * N
Phase number (M) [4,5,6,7]

The frequency value in the table is the normalized frequency based on
the sampling frequency fs. According to Nyquist sampling law, the sam-
pling frequency should be more than or equal to 2 times of signal carrier
frequency, and the range of normalized carrier frequency is (0,0.5]. The
symbol width and signal length in this paper are expressed by sampling
points V. The time length corresponding to the sampling points is related
to the sampling frequency of the receiver. The corresponding time length
of N sampling points is N/ fs.

A. THE EFFECT OF CLASSIFICATION NETWORK BASED

ON DQN

In order to evaluate the recognition effect of the recogni-
tion system, this paper defines the following criteria: if the
recognition result is identical with the modulation mode
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of the signal components contained in the current single-
component or dual-component signal, the current recog-
nition result is correct, otherwise, the current recognition
result is wrong. Based on the above rules, the probability
of successful recognition of the proposed recognition sys-
tem is obtained by the simulation tests, which is called the
overall PSR.

For the multi-label classification network structure, we use
CNN as a feature extractor. Based on the extracted feature
vectors, we simulate the overall PSR of the traditional fully
connected layer classification network and the DQN-based
classification network, respectively. As can be seen from
Fig.8, in the low SNR environment, the classification network
based on DQN can obtain a higher overall PSR. When the
SNR is —6 dB, the classification network based on DQN can
increase the overall PSR from 82.95% to 94.03%. And when
the SNR is —8 dB, the classification network based on DQN
can increase the overall PSR from 57.13% to 74.75%. The
simulation results show that the classification network based
on DQN has a more accurate multi-classification decision
ability for dual-component radar signal recognition. This
is mainly because the DQN network obtains classification
results through multiple classification decisions, and in each
classification process, it refers to the classification results of
the previous cycle steps, establishes the relationship between
the classification results, and makes more accurate classifica-
tion decisions.

1

09r
0.8
0.71
0.67
0.57

The overall PSR

0.44 —— CNN—Fc&Softmax | |

- - CNN-DQN ]

0.3
4

92/078 6 4 2 0 2 4 6 8
SNR(dB)

10

FIGURE 8. The effect of DQN on the overall PSR of the proposed
approach.

B. THE EFFECT OF SUB-NETWORK PROCESSING AND
RECOGNITION EFFECT OF DUAL-COMPONENT

RADAR SIGNALS

For dual-component signals, the recognition results include
multiple radar signal types. The PSR defined for single-
component signals is not enough to describe the recognition
effect of each signal type. In this paper, two indexes in the
field of deep learning are introduced to describe the classi-
fication effect of the approach, including precision rate and
recall rate.
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FIGURE 9. The precision rate and recall rate of 8 kinds of radar signals
before and after sub-network processing in dual-component signal
environment.

Fig.9 shows the precision rate and recall rate of 8 radar
signals before and after sub-network processing in the
dual-component signal environment. It can be seen from the
figure that the problem of the recognition results before sub-
network processing mainly focuses on MP and SFM signals:
atlow SNR, the precision rate of SFM signals is low, while the
recall rate of MP signals is low. SFM signals have poor time-
frequency clustering, which can cause a large number of false
recognition at low SNR, and it also leads to low recall rate
of radar signals of other modulation types; MP signals and
BPSK signals are confused at low SNR, which is manifested
by the missing recognition of MP signals and the false
recognition of BPSK signals. By comparing the precision
rate and recall rate of the signal before and after sub-network
processing, it can be seen that the precision rate of SFM
radar signal has been greatly improved at low SNR, and the
recall rate of MP radar signal is also significantly improved.
In the processing of the two subnetworks, the accuracy of the
BPSK radar signal will be improved and reduced respectively.
Under the joint action of the two sub-networks, the recog-
nition effect of the BPSK radar signal has hardly changed.
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In addition, the recall rate of other modulated radar signals
has been improved to varying degrees, while the precision
rate is slightly reduced. The overall recognition effect of the
recognition system is better than that before sub-network
processing. From Fig.10, it can be seen that after the sub-
network processing, the overall PSR of the recognition sys-
tem in the low SNR environment is significantly improved.
The sub-network can increase the overall PSR from 74.75%
to 83.05% when the SNR is —8 dB. This is mainly because
the TFIs as the input of the sub-networks have high pertinence
to the specific signals. The recognition results of the sub-
networks for the specific signals have high accuracy.

1
0.9}
0.8[
0.7}
0.6{,

q
051

The overall PSR

—+— CNN-DQN without sub—network | |
0.4 = © = CNN-DQN with sub—network
T

10 8 6 4 2 0 2 4 6 8§ 10
SNR(dB)

FIGURE 10. The effect of sub-network on the overall PSR of the proposed
approach.

Fig.9 shows the precision rate and recall rate of 8 radar
signals after sub-network processing, and Fig.10 shows the
overall PSR after sub-network processing, that is, the recog-
nition effect of the dual-component radar signal of the whole
recognition system. It can be seen from the figure that the
precision rate and recall rate of all signal types are above 90%
and the overall PSR is 94.83% when the SNR is —6 dB. When
the SNR is —8 dB, the precision rate and recall rate of all radar
signal types are still above 85%. This shows that the approach
has good recognition performance for dual-component radar
signals at low SNR.

C. RECOGNITION EFFECT OF SINGLE-COMPONENT
RADAR SIGNALS

The recognition system should have adaptability for the
recognition of single-component radar signals which are
more common in the actual battlefield. Fig.11 shows the
PSR of 8 kinds of radar signals studied in this paper and
the overall PSR. When the SNR is —6 dB, the PSR of all
signal types are above 85%, and the overall PSR is 94.43%.
From the recognition results of single-component radar sig-
nal, it can be seen that the PSR of single-component radar
signal is slightly lower than that of dual-component radar
signal, because the recognition system in this paper adopts the
same recognition process for single-component radar signal
and dual-component radar signal, and there is no essential
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FIGURE 11. The PSR of 8 kinds of single-component radar signals and the
overall PSR.

difference for the recognition process in both cases. For
the recognition of the single-component radar signal, only
when the two labels given by the recognition system are the
correct recognition result of single-component radar signal
and “empty’’, can we think that the recognition result of the
recognition system is correct. The error of single-component
radar signal recognition in simulation analysis is mostly due
to the recognition of single-component radar signals into the
same modulated dual-component radar signals in this paper,
especially for the recognition of FSK radar signals.

To further verify the recognition effect of this approach for
single-component radar signals, we compare the approach of
this paper with the existing approach (based on [12]). It can be
seen from Fig.11, the approach proposed in this paper and the
approach in [12] have their advantages for single-component
signal recognition. The approach presented in this paper has
a better recognition effect for LFM, MP, BPSK and EQFM

VOLUME 8, 2020



Z. Qu et al.: Radar Signal Intra-Pulse Modulation Recognition Based on CNN and Deep Q-Learning Network

IEEE Access

signals than the method in [12], especially in low SNR envi-
ronment, while the recognition effect for SFM, 2FSK, 4FSK
and Frank code signals is slightly worse than that in [12].
The PSR of the method proposed in this paper is slightly
lower than that in [12], because the method in [12] only needs
to select the radar signal type with the highest recognition
probability as the recognition result, while the method in this
paper needs to determine not only the radar signal type, but
also the number of radar signal components contained in the
current pulse. Therefore, for the recognition system in this
paper, even for the recognition of the single-component radar
signal, its difficulty is no less than the recognition of the
dual-component radar signal. The recognition effect of the
recognition method in this paper for the single-component
radar signal is not much different from that in [12]. Therefore,
the method proposed in this paper is adaptable to the recog-
nition of single-component signals.

VIi. CONCLUSION

In this paper, an intra-pulse modulation recognition approach
for single-component and dual-component radar signals
based on CNN and DQN is proposed. The approach
can recognize the intra-pulse modulation modes of single-
component radar signal and dual-component radar signal
without knowing the number of signal components in the
current signal. It can identify 8 typical types of intra-pulse
modulation of the radar signal, including LFM, MP, SFM,
BPSK, 2FSK, 4FSK, EQFM and Frank code. The simula-
tion results show that the overall PSR of dual-component
radar signals and single-component radar signals can reach
94.83% and 94.43%, respectively, when the SNR is —6 dB.
The results show that the proposed method can adapt to a
lower SNR environment than the previous methods. It can be
used to solve the wider problem of radar signal intra-pulse
recognition in the radar reconnaissance system. However,
the recognition effect of the proposed method depends on
the training of a large number of data sets. How to design
the network structure and obtain a recognition system with
wide signal type adaptability based on limited data sets is a
problem that needs to be solved in the future.
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