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ABSTRACT The automatic text summarization (ATS) task consists in automatically synthesizing a docu-
ment to provide a condensed version of it. Creating a summary requires not only selecting the main topics of
the sentences but also identifying the key relationships between these topics. Related works rank text units
(mainly sentences) to select those that could form the summary. However, the resulting summaries may not
include all the topics covered in the source text because important information may have been discarded.
In addition, the semantic structure of documents has been barely explored in this field. Thus, this study
proposes a new method for the ATS task that takes advantage of semantic information to improve keyword
detection. This proposed method increases not only the coverage by clustering the sentences to identify the
main topics in the source document but also the precision by detecting the keywords in the clusters. The
experimental results of this work indicate that the proposed method outperformed previous methods with a
standard collection.

INDEX TERMS Automatic text summarization, cluster validation indexes, genetic algorithm, extractive
summaries, topic modelling.

I. INTRODUCTION
In recent years, a large amount of data are increasingly being
stored digitally, enabling them to be accessed by a computer
for analysis and interpretation. However, manually synthe-
sizing the data through human efforts is an expensive task
when the number of documents is considerably high. There-
fore, various computerized methods have been proposed to
automatically synthesize documents to provide the user with
a summarized version. Simply stated, the automatic text sum-
marization (ATS) task automatically selects the key ideas in
a text to allow the reader to understand the target document.

In general, the ATS task attempts to synthesize a document
by selecting (1) the main topics that make up the documents
and (2) the relevant ideas of these topics. Therefore, existing
methods try to improve their performance in identifying the
key data in a document by considering all the themes found
in it.

The main problem encountered by the ATS task is gen-
eralization; for example, summarizing a news story is a
significantly different task from summarizing financial or
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medical reports. For this reason, many proposed methods
have been applied to various specific problems of a specific
domain.

For example, in the work of Hassan and Hill [1], automatic
summarization techniques were used to provide comments
for programming language statements. Their method estab-
lishes the basic concepts of a system that helps in understand-
ing large codes, generally not commented on, written by other
programmers. Thus, programmers can evaluate codes in a less
time-consuming manner.

Another application of the ATS task was carried out by
Cardinaels et al. [2]. The authors reported that humans tend
to express personal interests in financial summaries. There-
fore, they generated computer-based summaries of earnings
releases, mimicking the human tendency to avoid including
generally irrelevant or less objective information.

Various specific applications use ATS methods as the main
mechanism to facilitate the analysis of large amounts of infor-
mation; therefore, increasing the efficiency of these methods
is crucial to improve the final applications.

There are two general techniques to automatically generate
summaries: extractive and abstractive. Extractive techniques
are based on a superficial analysis of the text that considers
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only the syntactic level, where the output summary includes
text units from the original text such as words, sentence
segments, or complete sentences. In contrast, abstractive
techniques perform a deeper analysis; for instance, they
incorporate a semantic analysis, where the output summary
may include new units not contained within the original
text. Thus, the risk involved in abstractive summaries is that
sentences may be reformulated with a different interpretation
from that of the original author.

This study proposes an approach for automatic extractive
text summarization (EATS) tasks. It is based on a clustering
scheme supported by a genetic algorithm (GA) to identify
the main topics in the document. Furthermore, the proposed
method includes a topic modeling algorithm (latent Dirich-
let allocation (LDA)) to determine the key sentences in clus-
ters on the basis of the automatically generated keywords.

The clustering scheme requires a vectorial space, and
therefore, different feature-generation methods have been
proposed for mapping texts to numeric vectors: LDA
and Doc2Vec [3]. In addition, conventional methods that
have delivered good results according to the current stan-
dards, such as term frequency–inverse document frequency
(TF–IDF) and n-grams, have been evaluated.

The goal of this study was to design an approach that
can automatically produce summaries that are as close as
possible to human-generated ones. Therefore, the challenging
DUC02 dataset was selected to measure the effectiveness
of the proposed approach. Moreover, this dataset includes
human-generated summaries that could be used to compare
the capability of the proposed EATS algorithm with human
skills. In addition, the experimental results confirmed that
our proposed approach can be applied in a multi-domain and
multi-language framework by evaluating the TAC11 dataset.

Our experimental results indicate that our system outper-
formed previous methods owing to the two general steps that
it applies: clustering, which helps in increasing the coverage
by identifying the main topics in the source document, and
the addition of semantic information to the model, which
facilitates the detection of the key sentences in the clusters
and improves precision.

The main contributions of this work are as follows:
• A language-independent system for EATS
• A domain-independent system for EATS
• An approach to identify key sentences that does not
require prior information

• An EATS system that improves the detection of key sen-
tences through an evolutionary and clustering approach

• The extraction of latent semantic information to locate
keywords

The rest of the paper is organized as follows. In Section II,
some approaches for the ATS task are discussed. In
Section III, the basic concept applied in this study is
explained in detail. The proposed approach, for the EATS
task, is described in Section IV, and the experimental results
are presented in Section V. Finally, the conclusions are drawn
in Section VI.

II. RELATED WORKS
The general process of the EATS task involves the identifi-
cation of relevant information from the text to build a new
summarized document. Various strategies to automatically
generate summaries, and thus allow the efficient processing
of large numbers of documents, have been developed.

According to Gambhir and Gupta [4], depending on the
linguistic level, ATS techniques can be classified as either
extractive or abstractive.

Most research studies on EATS were focused on extractive
summaries. For instance, they considered key sentences and
their positions in the text [5], measured word frequencies [6],
or assigned importance levels to the sentences [7].

At the lexical level, n-grams are frequently used to gen-
erate text models. For instance, in Ledeneva’s method [8],
the sequences of n-grams are extracted from the text by
using a model of maximal frequent sequences. In contrast,
Bando et al. [9] used n-grams to build paragraphs using the
most representative terms in the document.

The features extracted from documents are evaluated by
supervised and unsupervised methods to create models that
allow the main components of the key ideas to be detected.

Supervised approaches have been widely explored [10],
[11] to generate extractive and abstractive summaries.
In Belkebir and Guessoum’s method [12], each sentence in
a document is labeled as ‘‘1’’ if it belongs to a summary, and
the remaining sentences are labeled as ‘‘0’’. Then, the authors
generated a variety of features, for instance, sentence posi-
tion, sentence length, and similarity to title, by applying
statistics- and linguistic-oriented procedures. The sentences
are classified by using the AdaBoost algorithm.

Fattah and Ren [13] proposed a method that is similar to
that of Belkebir and Guessoum [12] in that a summarizer
that can be trained by using a variety of extracted features is
applied. However, their method differs from that of Belkebir
and Guessoum in that the relevance of a feature is considered
by assigning a weight to it. This assignment is provided by a
GA [14] and a regression model [15]. These models obtain
an appropriate set of weights by processing 50 manually
summarized English language documents.

The main problem with supervised approaches is that they
require a set of labeled data. In addition, the domain of the
training samples is often not sufficiently general for process-
ing new multi-domain samples.

Recently, unsupervised machine-learning approaches have
been utilized by applying clustering algorithms [16] to group
sentences on the basis of the structure and frequency of
the words. The most representative sentences of the formed
groups are used to generate the summary.

In clustering approaches, to guarantee good-quality sum-
maries, one needs to evaluate the groups of sentences. Two
validation methods exist for evaluating the quality of the
partitions: internal and external measures [17]. The former
do not consider external information of the dataset classes,
whereas the latter require class labels to be applied. Various
authors have compared internal and external quality measures
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for clustering validation. They attempted to experimentally
determine which approach among the two approaches can
evaluate the optimal groups formed from a dataset. Several
quality measures have been tested on the basis of the groups
built by the clustering algorithms. The results confirmed that
internal measures outperform external measures by generat-
ing the best configurations of the groups.

In most studies focusing on unsupervised approaches,
external quality measures such as the F-measure were used to
validate the model performance; in contrast, internal quality
measures such as cluster validation indexes have been rarely
explored in the EATS task.

In their study, Soto et al. [18] developed an automatic
summarization system that uses unsupervised learning. The
authors used three text models to build numeric vectors: bag-
of-words, n-grams, and maximal frequent sequences. They
grouped the resultant vectors by using a K -means algorithm,
and the final clusters were evaluated by using an external
measure (F-score). Their experimental results indicated that
the maximal frequent sequences provide relevant information
to the model to improve its performance.

In general, the goal of the EATS task is to separate the key
ideas in documents from those that are secondary. Previously
proposed methods consider only the external factors of the
documents, such as the sentence length or position; however,
they do not consider the structure of the document. Therefore,
in this study, an evolutionary clustering scheme based on
a generative model (LDA) and on a context-based model
(Doc2vec) that provides substantial information of the latent
semantic links among words is proposed.

III. METHODOLOGY
In this section, we describe the basic concepts of the proposed
method. The general steps of the proposed approach where
the methodology is applied are presented in Figure 1.

Following this flowchart, the first step to begin the pro-
posed summarization process is the conversion of the texts to
numerical vectors by applying different methods to generate
the features (discussed in detail in Section III-A); therefore,
given that the basic unit selected is the sentence, each sen-
tence in a document is represented by a numerical vector.

These vectors are then grouped according to the proximity
measure (see Section III-B), and the quality of the clustering
is evaluated using the Silhouette index (see Section III-C),
which, together with a GA, helps in selecting the best approx-
imate number of clusters (process discussed in detail in
Section IV-B).
The above steps provide a clustering representation

(described in Section IV-A) where the key sentences are
selected from each cluster formed as follows: an LDA model
is used to obtain the word distribution in the document to be
summarized. This distribution establishes a link between the
word and the probability of its occurrence in the document.
Therefore, the inference is that the words with a high proba-
bility of occurrence are very relevant words in the document;
therefore, such probabilities help in ranking the sentences

FIGURE 1. General scheme of the proposed approach.

to obtain those that will make up the summarized document
(process discussed in detail in Section IV-C).

A. FEATURE GENERATION METHODS
We specifically focused on two different sources of fea-
tures (i.e., TF–IDF and one-hot encoding (OHE)) with the
aim of comparing and combining the mapping methods,
i.e., Doc2Vec and LDA, applied in our proposed approach.

We specifically focused on four different sources of fea-
tures: latent Dirichlet allocation (LDA), Doc2Vec (D2V),
TF–IDF and one-hot encoding (OHE). These methods were
chosen, on the one hand, because they have shown compet-
itive results in the current research and, on the other hand,
because they cover different levels of language; for example,
the simple representation of OHE provides lexical features,
while LDA provides semantic features, D2V provides seman-
tic features considering the context of the words, and TF–IDF
provides features related to the importance of words in a text
collection.

In most of the current benchmark studies (Section II),
unigrams were used as the basis for adding new features to
achieve a better performance. Instead, we chose to use OHE
(Section III-A.2) because it delivers a similar performance
and its representation is simpler.

However, the main disadvantage of the bag-of-words
method is that context information is lost. Therefore,
we opted to use unsupervised algorithms to generate the
semantic relations: a method based on context (Doc2Vec; see
Section III-A.4) and a probabilistic generative model (LDA;
see Section III-A.3). These methods automatically create a
vector space where words having opposite meanings are at
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a distance from each other. Furthermore, in Doc2Vec and
LDA, the set of words can change according to the dataset,
suggesting that the generated categories are specific to the
document collection, and thus, the features may be more
informative.

1) FEATURES BASED ON TERM FREQUENCY–INVERSE
DOCUMENT FREQUENCY
TF–IDF reflects the importance of a word in a document
and, in turn, in a dataset. This feature may be useful in the
information-retrieval task of searching for similar documents;
however, in the proposed framework, the relevance of the
words in the document can be useful for determining whether
the sentence is relevant.

2) ONE-HOT ENCODING
To build one-hot vectors, we simply obtain an OHE repre-
sentation, in which a list of all the words W1, W2, . . . , Wn
in the dataset is made. Then, we analyze each document to
determine whetherWn exists in the current text. If so, feature
n (Fn) is set to 1 or to 0 otherwise.

3) LATENT DIRICHLET ALLOCATION
LDA [19] is a probabilistic generative model for discrete data
collections such as text collections. It represents documents
as a mixture of different topics, where each topic consists of a
set of words that have a link between them.Words, in turn, are
chosen on the basis of probability. The process of selecting
topics and words is repeated to generate a document or a set
of documents. As a result, each generated document is based
on different topics.

Simply stated, the generation process assumed by the LDA
consists of the following steps.

1) Determine the number N of words in the document
according to Poisson distribution.

2) Choose a mix of topics for the document from a fixed
set of K topics according to the Dirichlet distribution.

3) Generate each word in the document as follows:
a) Choose a topic;
b) Choose a word in this topic.

Assuming this generative model, LDA analyzes the set of
documents to reverse engineer this process by finding the
most likely set of topics that make up the document.

Accordingly, given a fixed number of topics, LDA can
infer the likelihood that each topic (set of words) appears in a
specific document of a collection. For example, in a collection
of documents and three latent topics generated using the LDA
algorithm, each document would have different distributions
of three likely topics. This also means that vectors of three
features would be created.

4) DOC2VEC
In serveral studies on machine learning, the authors have
searched for numeric representations of the studied objects.
Thus, Mikolov et al. [20] offered a distributed representation

of words to build a vector that represents the semantic mean-
ing of each word in a set of documents, considering the
context. The goal is to predict a word, given the occurrences
of other words.

The process is briefly defined as follows. Amatrix ofwords
is generated by mapping all the words in the vocabulary,
i.e., each column of thematrix is a word representation, where
the concatenation or sum can be used as a feature to predict
the next word.

Thus, given a sequence of training words, the objective is
to maximize the average log probability given by

T−k∑
t=k

logp(wt | wt−k , . . . ,wt+k ), (1)

and the prediction task is provided via a multiclass classifier
(softmax), following the formula

p(wt | wt − k, . . . ,wt + k) =
eywt∑
eyi

. (2)

Each yi in the formula above is calculated as

y = b+ Uh(wt−k , . . . ,wt+k ;W ), (3)

where h is constructed by the concatenation of the vectors in
the word matrixW , and U and b are the softmax parameters.
A hierarchical softmax is used because it offers fast training.
Then, a neural network is used as the classifier, trained by
stochastic gradient descent, where the gradient is obtained by
backpropagation. When the algorithm converges, the words
with similar meanings must be as close as possible in the
vector space, unlike the opposite words, such as ‘‘good’’ and
‘‘bad.’’

The distributed representation of documents is inspired
by the distribution of words. As words are predicted by the
occurrence of other words, in this case, paragraphs or docu-
ments are considered in the word prediction. The paragraph
vectors are mapped to the columns of matrix D, and the
word vectors are mapped to matrix W . In this framework,
the paragraph and word vectors are concatenated to infer the
next word. Thus, the unique change is that h of Equation 3 is
constructed byW and D.

In summary, Doc2Vec [21] is an unsupervised algorithm
that generates fixed-length numeric vectors by processing a
document; it was inspired by Word2Vec [20]. The difference
between the two algorithms is that the former builds a fixed-
length vector representation of a variable-length text, whereas
the latter builds a vector for each word in the text.

As can be seen in Figure 2(a), Word2Vec generates a word
matrix for predicting any next word; in contrast, Doc2Vec
supplies the word matrix with paragraphs, which provide
many sampled contexts (see Figure 2(b)). Thus, Doc2Vec
infers newwordswith theword vector and a vector paragraph,
which serve as a memory of the context; it establishes the
topic of the document to better predict the next word.

In contrast to the bag-of-words approach, Doc2Vec
can consider the ordering and semantics of the words.
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FIGURE 2. Word representation schemes.

In addition, this algorithm avoids sparsity and high dimen-
sionality, in contrast to OHE.

B. PROXIMITY MEASURES
A cluster is typically defined as a group of objects that are
similar to each other; the objects in different clusters are
not similar. Thus, determination of the closeness of objects
is a very important process toward obtaining good-quality
clusters. Different measures have been proposed to calculate
the proximity between objects in a partition [22]. In this study,
Euclidean and cosine proximity measures were selected and
combined because they have been proven to be highly corre-
lated with the sentence relevance [23].

Cosine similarity is frequently used to numerically repre-
sent the distance between two patterns represented as feature
vectors. If two vectors consist of the same terms, the cosine
value is 1; however, this value may decrease to −1. Cosine
similarity is defined as

CS =

∑n
i=1 AiBi√∑n

i=1 A
2
i

√∑n
i=1 B

2
i

where Ai and Bi are the attributes of vectors A and B,
respectively.

Euclidean distance is a standard metric that represents
the ordinary distance between two points. This measure is
widely used in clustering problems. A true metric meets the
following properties:

• Symmetry: D(xi, xj) = D(xj, xi)
• Positivity: D(xi, xj) ≥ 0 forallxi, xj
• Triangle inequality: D(xi, xj) ≤ D(xi, xk ) + D(xk , xj)
∀xi, xj and xk

• Reflexivity: D(xi, xj) = 0, if xi = xj.

Euclidean distance tends to form hyper-spherical clusters.
Furthermore, it is invariant to translations and rotations. The
distance between two points is defined as

dE (P,Q) =

√√√√ n∑
i=1

(pi − qi)2 (4)

where P and Q are two points of the n-dimensional space.

C. CLUSTER VALIDATION INDEXES
In a clustering problem, a measure must be chosen to validate
the quality of the clustering. In the literature, various internal
cluster validation indexes have been presented. Because each
index has advantages and disadvantages for different datasets,
we decided to select our measures according to their proper-
ties and performances on different synthetic datasets.

The goal of clustering is to build groups where the objects
in the same group are similar, whereas the objects in different
groups are as different as possible. Therefore, internal mea-
sures evaluate two aspects of the clusters: compactness and
separation. The compactness measure indicates the degree of
homogeneity of the objects in the same group. In contrast,
the separation measure indicates the degree of separation of
the groups from other groups.

Properties wherein each index meets at a higher or lower
degree have been proposed for determining the index quality.
Liu et al. [24] explored the use of five validation properties:
monotonicity, noise, density, subclusters, and skewed distri-
butions. Synthetic datasets allow the performance of each
property for different indexes to be determined. Similarly,
Rendón et al. [25] evaluated internal quality indexes on
12 synthetic datasets. In their study, although the property to
be measured was not labeled, each dataset was built to mea-
sure the clustering index performance in different scenarios,
i.e., in a distinct organization of objects. The conclusion of
both of these studies [24], [25] was that the performance of
the Silhouette index is better than that of the other indices.
Therefore, this index was tested in this study and it is briefly
discussed below.

The Silhouette coefficient [26] measures the closeness
of each centroid in the cluster to each other object in the
neighboring clusters. Thus, for each object i, the average
proximity ai between i and all other objects in the cluster
where i belongs is computed. Then, for the remaining clusters
c, the average proximity d(i, c) to all objects in c is calculated.
The smallest value of d(i, c) is defined as bi = mincd(i, c).
The coefficient is defined as

s(i) =
b(i)− a(i)

Max{a(i), b(i)}
(5)

where SC = 1
c

∑c
i=1 s(i) represents the coefficient for the

complete partition.
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FIGURE 3. Processing steps for a document in the dataset.

IV. PROPOSED APPROACH FOR AUTOMATIC TEXT
SUMMARIZATION
There are several approaches for automatically generating
summaries; however, they require prior knowledge of the
language, characteristics, or domain of the documents (super-
vised approach). Some approaches use unsupervised meth-
ods, but they apply external measures that require class labels.
This type of information is typically not available in a real-
world problem.

In this study, automatic summarization was tackled by
clustering sentences, as described in detail in Section IV-A,
by using a GA (see Section IV-B). The Silhouette index was
applied as a fitness function in the GA to evaluate the quality
of the groups.

For a better understanding of the proposed approach,
Figure 3 shows the steps to summarize one document. First,
each document is divided into sentences, which are consid-
ered the document’s basic units. Next, the binary individuals
of the GA represent the sentences of a certain document,
where the algorithm provides the best tentative solutions
of the clusters. Finally, the key sentences of the clustering
are selected, on the basis of the LDA topics, as part of the
summary. This process is repeated for each document in the
collection.

In addition, an LDA model is incorporated into our
approach, not only to build a vectorial space model but also to
find the most representative sentence in each cluster formed.

To test our proposed approach, we selected two datasets:
DUC02 and TAC11.

The DUC02 dataset consists of 567 news items written in
English. Every news item was written by two human experts;
this allowed us to compare the summaries generated by the
system with those created by humans.

The TAC11 [27] dataset contains texts in different lan-
guages: Arabic, Czech, French, Greek, Hebrew, and Hindi.
Each language has a compilation of 100 documents, which
deal with 10 different topics, and, in turn, each topic contains
10 documents with some shared event sequences. Unlike the
DUC02 task, the TAC11 task is multi-document and multi-
domain as the goal is to generate a summary from 10 doc-
uments and, in addition, the documents come from different
topics.

A. PARTITIONAL CLUSTERING REPRESENTATION
Following the human behavior wherein people create sum-
maries by choosing the most important sentences in a doc-
ument, we attempted to capture the key sentences, in the
source document, by considering that they are surrounded
by other similar ideas, just as a centroid is surrounded by
attracted patterns. Therefore, this clustering representation
involves two aspects: (1) the generation of the word space
model (WSM) and (2) the selection of proximity measures.

1) Two common methods for mapping texts to numeric
vectors were used to obtain the WSM representation:
TF–IDF and OHE. In addition, we propose building
LDA andDoc2Vecmodels to add semantic information
to the feature vectors. Thus, the next step is to measure
the distance between vectors. Then,

2) To obtain the proximity between objects, we combined
two measures, namely, Euclidean and cosine, as these
combined measures were proven to outperform other
measures in clustering problems [28] and empirically
proven also to obtain better results in this study.
Because the cosine measure represents similarity and
the Euclidean measure represents the distance between
objects, we turn the Euclidean distance measure into
a similarity measure by using the following adequacy:
modifyEuclidean = 1

Euclidean+1 ; similarityEuclidean
obtains values in the range (0, 1], where 1 means that
the objects are the same and values close to 0means that
the objects are highly dissimilar. The cosine measure
was modified by simply adding a unit to obtain only
positive values: modifiedCosine = cosine + 1 in the
range [1, 2]. Finally, the similarity between two objects
is given by modifiedEuclidean ∗ modifyCosine.

To calculate all the distances among objects, we created a
proximity matrix. In the framework of this study, the objects
are the sentences in the document to be summarized. Thus, for
N sentences, we define an N × N symmetric matrix, where
the intersection of i and j represents the similarity between
the ith and the jth sentence.

To generate the groups of similar objects, we use the
basics of partitional clustering algorithms, i.e., assigning each
object (sentence) to the closer centroid. Therefore, if there are
n-centroids, then n-groups should be created.
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Formally stated, given a set of objects X = x1, . . . , xN ,
where xj = (xj1, . . . , xjd ) ∈ Rd , with each measure xji called
a feature: partitional clustering attempts to seek a k-partition
of X , C = C1, . . . ,CK with K ≤ N , such that:
• Ci 6= ∅, i = 1, . . . ,K ;
• ∪

K
i=1Ci = X ;

• Ci ∩ Cj = ∅, i, j = 1, . . . ,K and i 6= j.
However, determination of the number of groups to be

generated to find the best solution becomes a combinatorial
problem; that is, partitional algorithms may organize a set
of sentences into K clusters. Therefore, given a set of sen-
tences xi ∈ Rd , i = 1, . . . ,N , it is possible to enumer-
ate all possibilities to determine the best solution. However,
this brute-force approach is infeasible because it becomes
a problem that is extremely expensive computationally, as
suggested in [29].

P(N ,K ) =
1
K !

K∑
m=1

(−1)K−mCm
Km

N (6)

The possible solution for grouping 30 sentences into three
clusters is 2× 1014. Therefore, we decided to use a heuristic,
as described in detail in Section IV-B, to provide the best
approximate solutions.

B. GENERATING PARTITIONS USING A GENETIC
ALGORITHM
AGA representation is proposed to find the best combination
of sentences to provide good-quality summaries. Therefore,
the individuals are configured as follows: The number of
genes in each individual is equal to the number of sentences
in the document to be summarized. In turn, the individual
codification is binary, and, thus, each gene may be set to 1 or
0, where 1 means that the sentence is a centroid and 0 means
otherwise.

The initial population is generated by assigning a ran-
dom value to each gene. That is, given the individual P =
{g1, g2, . . . , gn}, where n is the total number of sentences in
the document, each g1 = Random[0, 1]. The sole constraint
is that the generated summaries should consist of around
100 words, so that the results are comparable with those of
the current benchmark studies; thus, it is possible to add sen-
tences to the individual, i.e., the summary, until a maximum
of 100 words is reached.

The activated genes (gn = 1) act as attractors to the
closer sentences. Thus, an individual formed of n-centroids
would form n-clusters. Finally, the centroids of the groups
are considered the main topics of the document, whereas the
sentences attracted by the centroid are considered ideas that
are close to the main topic.

The selection process over the populations was addressed
by selecting the Silhouette index as a fitness function. This
index considers a range of real values between 1 and −1,
where the values closest to 1 represent a better clustering;
therefore, those fitness values closest to 1 represent the best
individuals of the population.

The principle of evolution suggests that the recombination
of good solutions tends to provide outperforming solutions.
However, their diversity is also important. Thus, the parents’
selection process is performed by using a roulette operator
that provides a high likelihood that the best solutions are
selected; however, it does not completely discriminate against
the bad solutions. In this study, other selection methods were
also applied, such as random, rank and tournament selection;
however, they proved to get inferior performance.

To generate the offspring, we propose a recombination
(cross over) operator because the frequently used methods
are not suitable for the summarization process. Therefore,
random genes in the parent individuals are selected to be part
of the new individual and only the genes with a value of 1
are considered. The minimum number of words that form the
summary is verified each time a gene is selected to be part of
the son chromosome.

According to the evolution scheme, there is a low proba-
bility that a mutation will occur; however, it plays an impor-
tant role in the diversification of the solutions. The standard
mutation operator inverts the binary value of a selected gene.
However, in this study, we propose to apply this operator in
the first instance to genes with a value of 1 and then to those
with a value of 0. The purpose is to control the number of
words in the summaries; as in the recombination process,
the summary length is revised after each mutation is applied.

C. RANKING SENTENCES USING LATENT
DIRICHLET ALLOCATION
Sentence selection can be performed by selecting the cen-
troids of the formed clusters because the inference is that
the centroid sentences are the main ideas of the document,
whereas the remaining sentences are secondary ideas; how-
ever, this assumption is not quite true.

For example, if the clustering is built using TF–IDF as the
mapping method, then the best configuration will guarantee
that the centroids represent the sentences that are dissimilar,
among them, with respect to the word relevance in the doc-
ument. This representation could provide centroid sentences
with relevant words, but also the opposite, i.e., sentences with
few relevant words, because the centroids should meet the
separation property. Given this premise, the selection of key
sentences could be incorrect.

Therefore, in this study, we propose the creation of a
vectorial space model by adding the semantic information
obtained using an LDA model. So, the specific purpose of
using of LDA is to provide information of the latent semantic
links among words. An example of the sentence distribution
obtained with the LDA model is shown in Figure 4; as can be
seen in the figure, LDA reports the distribution at the word
and sentence levels. That is, given a sentence, Topic 1 has
a 0.58 probability of being part of it, and, in turn, the word
‘‘hurricane’’ has a 0.02321 probability of being selected into
Topic 1.

The main reason why the LDA algorithm was used instead
of Latent Semantic Indexing (LSI) is that the approach of
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TABLE 1. Results of the automatic text summarization using different feature generation methods. The results are shown in terms of precision, recall, and
F-measure based on Rouge-1.

FIGURE 4. Example of the LDA distribution of a sentence.

the proposal requires the distribution of words and topics
over the collection; the later can not be obtained using LSI.
In addition, LDA can assign the same word to different topics
to better handle polysemy. As a result, to use those words at
different rates shall result in a more accurate topic distribu-
tions for each document.

The LDA model is configured to generate three topics
in the experiments of this study because this configuration
has been empirically proven to yield the best results. This
model is applied in two steps of the proposed approach (see
Figure 1): (1) in the process of mapping texts to numeric
vectors and (2) in the selection of the key sentences. Both
procedures are discussed in detail below.

1) Sentence distribution, represented by the topic dis-
tribution (see Figure 4), is used to complement the
numeric vectors. As a result, when the clustering step is
applied, the sentences are grouped by considering the
themes that they contain. The clustering scheme helps
to obtain a wide coverage. That is, each group built
into the clustering process addresses different aspects
of the main topic in question. For example, when the
document is about a hurricane, one group may contain
sentences discussing the location of the natural disaster,
whereas a different cluster may contain sentences about
the people affected. This clustering model is more
appropriate for the generation of a text that describes an
object, phenomenon, or fact with respect to its different
aspects.

2) The clustering of sentences does not yet provide infor-
mation about the key sentences in the document.
Therefore, with the aim of identifying these sentences,
the 10 most representative words of three topics were
selected as keywords. Thus, the selection of key sen-
tences for each cluster was conducted as follows. Given
each probability pTi associated with each topic Ti, and
each probability pi associated with each word wi in the
keywords, each word ws in the candidate sentence was
compared with wi. If wi was equal to ws, pi ∗ pTi was
accumulated in pTotal. The sentence that reached the
maximum value of pTotal was selected for generating
the summary.

Table 5 shows an example of the keywords obtained by the
LDA model of the original document. In addition, its corre-
sponding human-generated and system-generated summary
(reference summary) are shown below.

1) HUMAN-GENERATED SUMMARY
In retaliation against U.N. imposed economic and military
sanctions, Iraq today rounded up hundreds of foreign nation-
als in Kuwait. Some were taken to Iraq. Britain said Bagh-
dad gave no reason for detaining 366 people, most of them
passengers from a British Airways flight stranded in Kuwait
by the invasion. World oil prices soared to their highest level
in four years as the sanctions effectively cut off Iraqi oil to
world markets. President Hussein warned his nation to be on
the alert for possible U.S. attacks. The United States warned
Iraq against attacking Saudi Arabia and President Bush said
all U.S. options remain open.

2) SYSTEM-GENERATED SUMMARY
Iraq struck back against the West today, rounding up hun-
dreds of foreign nationals in Kuwait, as the U.N. Security
Council overwhelming approved sweeping trade and military
sanctions against Iraq to punish it for invading the emirate.
The Iraqi invaders scoured hotels looking for some of the
thousands of Westerners based in Kuwait or caught by the
invasion. More than 1 million foreigners live and work in
Kuwait. Several hundred Britons, Americans and West Ger-
mans were grabbed in the hotels, and some were taken to
Iraq, theWest German and British foreign ministries said.
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TABLE 2. Results of the automatic text summarization using different feature generation methods. The results are shown in terms of precision, recall, and
F-measure based on Rouge-2.

TABLE 3. Results of the automatic text summarization using different feature generation methods. The results are shown in terms of precision, recall, and
F-measure based on Rouge-SU.

TABLE 4. Comparison of the results of the proposed approach with those of other approaches. In addition, the statistical significance is shown (SS).

TABLE 5. Representative document words obtained by the latent
Dirichlet allocation model.

The words shown in Table 5 are statistically the principal
components of the original document, i.e., the essence of the
document; therefore, they provide a guide to the words that
should be contained in the summary.

V. RESULTS
Although the proposed approach is language and domain
independent, a measure of the quality of the automatically
generated summaries as compared with human-generated
ones is required. The Rouge external measure [37] was used
to measure the performance of the approach. Rouge measures
the precision and recall to calculate the F-score of a summary

that is automatically generated with respect to n-references
(usually human-generated summaries). The F-score is calcu-
lated on the basis of the n-grams, and, thus, Rouge-1 is cal-
culated on the basis of the unigrams; Rouge-2, the bigrams;
and Rouge-SU, the skip-grams.

In the initial experiments, the DUC02 documents were
summarized. Table 1, Table 2, and Table 3 show the results
of Rouge-1, Rouge-2, and Rouge-su, respectively. It is worth
noting that the LDA information increased the F-score in all
cases, which indicates that the generated summary covers
most words in the original document. That is, the content
of the generated summary tends to be more similar to that
of the original document. In addition, the statistical signifi-
cance (SS) among other approaches and the proposal of this
work is provided by applying a t-test. The SS was calculated
taking into account the average of the results obtained of
each system for Rouge-1 and Rouge-2. A confidence interval
of 95% was considered.

It can be also seen that LDA adds relevant information
to other methods because its performance increases when its
features are provided. For example, the combination of LDA
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TABLE 6. Comparison of the Rouge-1 results of the proposed approach with those of other approaches on different languages. In addition, the statistical
significance is shown (SS).

and OHE is slightly better than that of OHE and D2V; on
the other hand, the LDA features combined with D2V are
slightly better than the D2V features combined with OHE.
Therefore, the distribution of topics in a sentence proved to
be more relevant information for detecting key sentences.

The main advantage of LDA is that it allows the latent
structure of a document to be obtained; that is, we can
obtain a distribution of topics and, in turn, a distribution
of words. Therefore, the probable representative words of a
document can be obtained for each topic distribution. In con-
trast, Doc2Vec provides context-based semantic information
in an n-dimensional vectorial space; however, there is no
information about the vector building process because it is
based on a neural network.

The results showed that the best combination for achiev-
ing a high recall value is LDA+OHE, although the
Doc2Vec method provides the best results in terms of
precision. However, for achieving a high harmonic aver-
age (F-score), the best combination of methods is partially
LDA+Doc2Vec+TF–IDF. This combination of three methods
provides the best result for Rouge-1 and Rouge-SU, but does
not obtain the best result for Rouge-2. This behavior is due to
the the Rouge measure evaluates the final summaries through
different representations of the text; Rouge-1, for example,
evaluates the occurrence of uniquewords (unigrams), instead,
Rouge-2 evaluates the occurrence of two-word sequences
(bigrams). Therefore, the combination of methods for gen-
erating features tends to produce slightly different results
depending on the representation of the text to be compared.

Table 4 shows a comparison between the results obtained
in this study and those obtained by other approaches. As can
be seen in the table, our approach outperformed the previous
methods.

The results obtained show that the proposed approach has
a good performance for the English language; however, this
approach was designed to be language independent. There-
fore, the TAC11 dataset was selected to prove that our meth-
ods can be applied to different languages.

For these experiments, our proposed approach was config-
ured in the same way as it was for the DUC02 task. In addi-
tion, the best combination of features discovered in previous
experiments was selected (LDA+Doc2Vec+TF–IDF).

TABLE 7. Global evaluation of our proposed approach with respect to the
TAC11 task.

Table 6 compares the Rouge-1 results of the proposed
approach with those of other approaches for the TAC11 task
(ranking only the approach that evaluated the six languages).
In addition, the statistical significance (SS) between other
approaches and the proposal of this work is provided by
applying a t-test. The SS was calculated taking into account
the average of the obtained results of each system for all
languages.

To show the final ranking between the results of the
TAC11 task and those of our proposed approach, we used the
equation (Equation 7) proposed by Aliguliyev [38]:

rank(method) =
m∑
s=1

(m− s+ 1)rs
m

(7)

where rs stands for the number of times that the method
appears in the s rank and m stands for the number of methods
included in the ranking.

It can be seen in Table 7 that our proposed approach pro-
vides a competitive result on the basis of this global ranking.

VI. CONCLUSION
In this study, an approach for automatic text summarization
that incorporates a vectorial space generated by different
feature-generation methods was proposed. In our approach,
the vectorial space is the basis of a GA that searches the
best clustering of sentences. This clustering process allows
the sentences of a document to be organized on the basis of
certain semantic and lexical features.

The semantic features were obtained using two meth-
ods: Doc2vec and LDA. The research findings indicate that
LDA provides the most relevant information for generating
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good-quality summaries, as compared with the other methods
used in this study. Thus, the keyword-selection process allows
a more accurate detection of the representative sentences of
the documents because these words tend to be contained in
the key sentences.

The results on the DUC02 dataset indicate that our system
outperformed previous methods, according to the evaluation
results with the unigrams (Rouge-1), bigrams (Rouge-2),
and skip-grams (Rouge-SU). This means that the generated
summaries not only showedmatches of unique words but also
included context by matching the adjacent words.

None of the procedures introduced in this study require
a priori information to generate the vectors. The mapping
methods, namely, LDA, Doc2Vec, TF–IDF, and OHE, gen-
erate representations by processing the content of the doc-
uments themselves; in addition, the evolutionary clustering
process uses the Silhouette index as a fitness function, and,
therefore, knowledge about classes is not required. Thus,
the proposed EATS system is language and domain indepen-
dent. This assertion was proven by summarizing documents
in different languages and domains from the TAC11 dataset.
The results on the TAC11 dataset exhibit good performance in
various languages, and our proposed approach outperformed
other systems in the global rankings.
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