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ABSTRACT The ultra-dense network (UDN) based on mobile edge computing (MEC) is an important
technology, which can achieve the low-latency of 5G communications and enhance the quality of user
experience. However, how to improve the task offloading efficiency is a hot topic of UDNunder the constraint
on the limited wireless resources. In this article, we propose a heuristic task offloading algorithm HTOA
to optimize the delay and energy consumption of offloading tasks in UDN. Firstly, a convex programming
model forMEC resource allocation is established, which aims to obtain the optimal allocation set of resources
for offloading tasks, and optimize the execution delay of offloading tasks. Followed by, the problem of
joint channel allocation and user upload power control is solved by the greedy strategy and golden section
method, which aims to optimization the delay and energy consumption of task upload data. Compared with
the random task offloading algorithm, numerical simulations show that the algorithm HTOA can effectively
reduce the delay and energy consumption of task offloading, and perform better as the number of users
increases.

INDEX TERMS Ultra-dense network (UDN), mobile edge computing (MEC), task offloading.

I. INTRODUCTION
With the development of science and technology, the user
equipment (UE) has connected to the wireless network are
increasing explosively. According to the Cisco White Paper,
monthly wireless data traffic will up to 77 EB/month in 2022,
nearly 7 times higher than 2017, and the highest propor-
tion of use will be UEs (about 90%) [1]. It can be seen
that the use of UEs is main contribution for wireless traffic
generation. Nowadays, the characteristics of UEs tend to be
more intelligent and multi-media, which makes the emer-
gence of new services and applications (such as augmented
reality, wearable intelligent devices, Internet of vehicles, etc).
However, such services and applications tasks cannot be
completed only by the computation capability and residue
battery’s capacity of UE’s. Furthermore, so as to complete
tasks effectively, the research of task offloading strategy has
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become one of the hot topics. The initial task offloading is
implemented in the mobile cloud computing (MCC) environ-
ments. Due to the deployment of MCC is far away from UEs,
which cases that the delay and energy consumption highly for
the tasks with offloading to MCC. Thereby, this still cannot
meet the application requirements for the delay and energy
consumption sensitive.

The concept of Mobile Edge Computing (MEC) was pro-
posed by the European Telecommunications Standards Insti-
tute (ETSI) in 2014 [2]. The MEC is typically deployed on
the base station around the UEs, and the distance between
MEC and UEs are greatly shortened, which can provide the
computation capability for UEs in a short time [3]. There-
fore, the emergence of MEC provides a new idea to solve
the application requirements for the delay and energy con-
sumption sensitive [4]. In the white paper on 5G vision and
requirements, the vision of achieving ‘‘zero’’ delay quality
of experience (QoE) and low-power access for hundreds of
millions of devices in 2020 and the future is described [5].
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In order to achieve 5G vision, the main measures taken are
to increase the system capacity, which include three ways,
increasing spectrum bandwidth, improving spectrum utiliza-
tion and cell splitting [6]. Among this, the cell splitting mode
is recognized as the most effective way, which aims to sup-
plement the blind areas that the macro base station (MBS)
fails to cover by densely deploying low-power small base
stations (SBS), and can improve the spatial reuse degree of
cell. In particular, this model is more effective for hotspot
areas, such as dense residential areas, train stations, stadiums,
shopping malls and other crowded areas. In this context,
the UDN has emerged [7].

It is an inevitable trend that the deployment of SBS with
MEC servers under the architecture of UDN. The intensive
deployment of SBS improving QoE of users for task execu-
tion and meeting the low-delay needs of future communica-
tion technology. Meanwhile, it also brings many problems
and challenges, mainly including: (1) For MEC servers
with limited computing resource, how to allocate computing
resource reasonably to tasks with the character of pluralistic
is a challenging problem. (2) The UEs tasks are offloading
to MEC servers through different channels. When a large
number of UEs chooses the same channel to compete for
limited channel resource, which causes that the multiple tasks
uplink transmission rates are reduced. Therefore, how to allo-
cate the channels according to the channel spectrum resource
status must be solved. (3) In the process of channel allocation,
the delay and energy consumption of the UE task is affected
by the corresponding upload power of task. The upload power
control of the task effectively, it is a problem that should not
be neglected. (4) Based on the radio resource information, it is
a challenging problem for UEs to make decisions on whether
to execute locally (their own devices) orMEC server (offload-
ing). All in all, the UDN architecture has the characteristics of
heterogeneous network complexity, the finiteness of theMEC
server resources, the diversity of UEs task requirements,
and the scarcity of spectrum resources. This characteristic
causes that it has become a research hotspot, management of
radio resources and task offloading strategy efficiently and
effectively and with the delay and energy consumption as the
research goal.

In this article, we research the problem of joint radio
resources management and task offloading strategy in UDN.
The main contributions are:
• Wepropose a heuristic task offloading algorithmHTOA,
which updates radio resource management alternately in
each iteration aims to maximize the sum of the users
offloading benefits. The user offloading benefit is mea-
sured by the delay and energy consumption for task
execution. The radio resource management includes the
allocation of MEC computing resources, the channel
allocation, and the user upload power control.

• The joint radio resources management and task offload-
ing strategy problem is a mixed integer non-linear pro-
gramming (MINLP). Therefore, we decomposed the
original problem into two sub-problems by uses the idea

of divide and conquer, so as to reduce the complex-
ity of problem solving. The two sub-problems are the
allocation problem of the MEC computing resource and
joint the channel allocation and upload power control
problem.

• We set up a convex programming model in view of
the problem of allocation of MEC computing resources,
which the KKT condition is used to get the optimal
solution set of resource allocation for offloading tasks,
and optimizes the execution delay of offloading tasks on
MEC servers.

• We decompose the problem of channel allocation and
upload power control into two sub problems: the prob-
lem of channel allocation and the problem of upload
power control, which are solved by greedy strategy and
golden section method respectively, and optimize the
delay and energy consumption of task upload data.

• The proposed algorithm HTOA is evaluated through the
large number of simulation experiments. The experi-
mental results show that the algorithm HTOA is better
than the random offloading algorithm in the sum of user
offloading benefits. It’s noted that, the advantage is more
obvious after the number of users exceeds 70, which
indicates that the algorithm HTOA is more suitable for
the task offloading of multi-user in UDN. At the same
time, by selecting different performance parameters,
the impact on the users offloading benefit is evaluated.

The rest of this article is structured as follows. We first
reviews related works in Section II. The system model is
described in Section III. For the joint radio resource man-
agement and task offloading, we propose heuristic task
offloading algorithm (HTOA) in Section IV. Our simulation
parameters setting and discussions are given in Section V.
Finally, Section VI concludes this article.

II. RELATED WORKS
For task offloading, delay, energy consumption or the trade-
off between them is often used as performance standards to
measure the computing overhead by many scholars in recent
years. For the multi-user scenarios, Chen [8] proposed a
decentralized offloading strategy based on the game theory
(GA), which aimed to minimize the delay and energy con-
sumption. The decentralized offloading strategy was further
enriched in literature [9] based on this, and the concept of
beneficial cloud computing users was proposed, whichmeans
that the users choose to offloading and the computing over-
head after offloading is less than the local execution. For
the single user scenarios, Liu et al. [10] analyzed the task
execution delay based on Markov decision theory, which the
dynamic task buffer queue was established for not executed
tasks and then scheduled tasks from the queue based on rele-
vant state information, finally obtain the minimizing delays.
The above researches are applicable to the scenarios of the
single MEC. From the realistic perspective, the scenarios of
UDN combined with the multiple MEC servers are more
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popular. Guo et al. [11] proposed the offloading strategy of
the optimal enumeration and the two-level game offloading
strategy combining with greedy ideas, so as to optimiza-
tion the weighted sum of delay and energy consumption.
Yang et al. [12] proposed the task offloading algorithm based
on the idea of games in UDN, which mainly aimed at saving
energy consumption with the constraint of delay. From the
perspective of improving the computing overhead of green
MEC, Chen et al. [13] designed an MEC server with an
energy harvesting to serve the mobile user’s task offloading
needs, and proposed centralized and decentralized offloading
algorithms respectively. Bottai et al. [14] investigated the
problem of energy consumption for user terminals, which
a long-term evolution UDN model has been generated and
an energy consumption correlation algorithm was designed.
For the multi-task scenarios with sequential constraints,
sun et al. [15] proposed an energy-aware mobility manage-
ment algorithm, and the cost of switching between tasks is
considered. In addition, the literatures [16]–[23] also investi-
gated the problem of task offloading, but the environment is
cloud system.

The researches of joint radio resources management and
task offloading strategy has more widely concerned by schol-
ars. Mao et al. [24] proposed a task offloading strategy based
on Lyapunov optimization, which the user upload power and
CPU cycle frequency are taken into account. Furthermore,
energy consumption optimization problem of the mobile
device and MEC server-side was investigated in the liter-
ature [25], and the constrained of task delay was consid-
ered. Lyu et al. [26] proposed the semi-distributed offloading
strategy to jointly optimization the resource management
and task offloading decisions, which can effectively reduce
the computational utility of users and systems. Similarly,
Ren et al. [27] investigated the problem of resource allocation
and task offloading, which aims to minimize the end-to-end
delay. You et al. [28] take minimizing energy consumption
as the performance standard, and studied the resource allo-
cation and offloading decisions. Mao et al. [29] proposed
sub-optimal algorithm based on the flow shop scheduling
theory, which the convex optimization theory was used to
optimize computing resources. Considering the impact of
task dynamic arrival on task queuing delay, Chen et al. [30]
proposed the offloading algorithm TOFFEE to minimizing
energy consumption, which allocated the local computing
resources and MEC computing resources respectively. The
above researches are focusing on joint the radio resource
management and task offloading strategy in the scenarios of
single MEC server, which cause that the UDN emerged as a
major technology in the 5G communication networks. In the
multi-cell MEC application scenarios, Tran and Pompili [31]
proposed the task offloading algorithm, and the user upload
power allocation and the computing resource allocation are
considered. Zhang et al. [32] proposed a task offloading
algorithm, which the local computing resources, the channel
resources, and user upload power resources are considered.
Chen and Hao [33] constructed an UDN architecture that

combines with software-defined networking (SDN), and then
proposed the centralized task offloading algorithm to solve
the task delayminimization problem. Guo et al. [34] allocated
the local computing capacity of the mobile device for multi
tasks, and optimized the upload power and task offloading
strategy of the mobile devices, which the computational over-
head of the devices is reduced effectively. Dai et al. [35]
proposed the J-UACO algorithm so as to optimize the energy
consumption, which the allocation of computing resources
and upload power was considered. Li et al. [36] implemented
an energy efficiency aware offloading mechanism that takes
the channel allocation into consideration. Ning et al. [37]
designed the offloading algorithm with delay as the opti-
mization objective, which it is joint optimization the channel
allocation, the upload power, and the task offloading.

To the best of our knowledge, few literatures considered
the difference of measurement units between delay (unit
second, S) and energy consumption (unit joule, J) [26], [31].
The application scenario in literature [26] has only one MEC
server, which cannot meet the need of 5G communication.
The application scenario in literature [31] is the UDN, but
the management of its spectrum resources has not been con-
sidered. In this paper, we use the weighted sum of delay and
energy consumption as the measurement standard, and take
into account the difference of measurement units between
delay (unit second, S) and energy consumption (unit joule, J).
In addition, we joint considers themanagement of user upload
power, the MEC server computing resources, and the channel
allocation. This can reduce the delay and energy consumption
of the UEs task for execution effectively.

III. SYSTEM MODEL
We consider the architecture of the UDN combined with the
multiple MEC servers, and the specific architecture is shown
in Figure 1. We assume that the set of SBS (represent MECs)
is S = {1,2, . . . , S}, the set of UEs is N = {1,2, . . . ,N },
and each UE has a computing task. And each of the task is
atomic and cannot be divided into subtasks with similar to
literature [11], [26] and [38]. We use the method of Orthog-
onal Frequency Division Multiple Access (OFDMA) as the
multiple access method for uses [39]. Divide the bandwidth
into C sub-channels, and the bandwidth of channel can be
described to W = B/C . In addition, we assume that UEs
do not move during the execution of the task. The system
model is established from three aspects: local computing,
MEC server computing and multi-user offloading benefits.
For ease of understanding, Table 1 shows the notations and
their related descriptions used in this article.

A. THE MODEL OF LOCAL CALCULATION
We use two tuples Ti = (wi, si) to represent the computing
task of each UE, where wi represents the required computing
capacity of task Ti (quantified by CPU cycles frequency), and
si represents the data size of the computing task Ti (including
program code, input file and other information). The task
has only two state variables λi,j ∈ {0, 1} ,∀i ∈ N , j ∈ S .

VOLUME 8, 2020 52919



S. Pang, S. Wang: Joint Wireless Source Management and Task Offloading in UDN

FIGURE 1. Architecture of UDN combined with multiple MEC servers.

TABLE 1. Units for magnetic properties.

When λi,j = 1, which indicates that the task Ti will offload-
ing to MEC server through channel for complete execution.
Otherwise, the task executing locally.

When λi,j = 0, which means that task Ti is executed
locally by the UE. Computing resource of UE defined as
f li (quantified by CPU cycles frequency). Hence, the local
computation delay of task Ti can be expressed as:

t li =
wi
f li
. (1)

While executing the task, it also needs to consume the
remaining battery energy of the UE itself. The local energy
consumption of task Tican be defined as:

eli = µiwi, (2)

where µi represents power coefficient of the energy con-
sumed by each CPU cycle. We use the models applied ui =
γ
(
f li
)2

in the literature [8] and [40], and the size of γ depends
on the chip structure of the UEs.

B. THE MODEL OF MEC CALCULATION
When λi,j = 1, which means that task Ti is offloaded to
MEC j for execution. At this time, it is mainly divided into

two phases: the first phase is the task data upload phase, and
the second phase is the task execution phase. Next, the model
establishment of MEC is explained in detail from two stages.

1) THE PHASE OF TASK DATA UPLOAD
In this phase, when the task Ti is offloaded through the
wireless channel k , let γi,k = 1. The signal-to-noise ratio
(SNR) SNRi,k , which is specifically defined as:

SNRi,k =
pigi,j

σ 2 +
∑

n∈N /{i}

∑
s∈S/{j}

γn,kpngn,s
. (3)

The pi is the upload power of task Ti, it can be determined
by the MEC similar to [29], [31], and gi,j is the channel gain
offloading by task Ti to MEC j. The σ 2 represents the Gaus-
sian noise of channel,

∑
n∈N /{i}

∑
s∈S/{j}

γn,kpngn,s represents the

inter-cell interference generated by other UEs in channel k .
We calculate the task offloading rate according to the

Shannon equation after determining the SNRi,k , which is
specifically defined as:

ri,k = W log2(1+ SNRi,k ). (4)

Moreover, the offloading delay toffi,k of task Ti can be
expressed as:

toffi,k =
si

γi,kri,k
, (5)

where si represents the data size of task Ti.
The UE needs to consume energy eoffi,k .while offloading

tasks, which it is can be defined as:

eoffi,k = pit
off
i,k , (6)

where pi represents the upload power of task Ti.

2) THE PHASE OF TASK EXECUTION
The execution delay texei,j of task Ti on MEC j can be defined
as:

texei,j =
wi
xci,jf

c
j
, (7)

where xci,j (x
c
i,j ≤ 1) is the proportion of computing resource

allocated to task Ti by MEC j, and f cj is the computing
resource of MEC.

We ignore the backhaul delay and energy consumption
of task execution result, which the reason is that the task
execution result data is so small. In addition, the user-centered
research in this paper does not consider the energy consump-
tion of the system during the execution of the task in MEC.

Thus, the delay tci,j and energy consumption eci,j of the task
offloading to MEC j are:

tci,j = toffi,k + t
exe
i,j , (8)

eci,j = eoffi,k . (9)
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C. OPTIMIZATION MODEL OF MULTI-USER OFFLOADING
BENEFITS
In this sub-section, we propose optimization model of users
offloading benefits. We definition the wti and wei repre-
sents the weight parameters of the UE’s task delay and
energy consumption respectively, which the sum of these is 1
(wti+w

e
i = 1).When the UE has a high requirement for delay,

increase the value of wti , and correspondingly decrease the
value of wei , otherwise, vice versa. According to the model of
local calculation and theMEC calculation, the user offloading
benefits can be formulated as:

P max f =
N∑
i=1

S∑
j=1

(
wti
t li − λi,jt

c
i,j

t li
+ wei

eli − λi,je
c
i,j

eli

)
(10)

s.t. γi,k ∈ {0, 1} , ∀i ∈ N , k ∈ C (11)
C∑
k=1

γi,k ≤ 1, ∀i ∈ N (12)

λi,j ∈ {0, 1} , ∀i ∈ N , j ∈ S (13)
S∑
j=1

λi,j ≤ 1, ∀i ∈ N (14)

n∑
i=1

λi,jxci,j ≤ 1, ∀j ∈ S (15)

0 ≤ pi ≤ pmax
i , ∀i ∈ N off (16)

λi,j

(
C∑
k=1

si
ri,k
+

wi
xci,jf

c
j

)
+ (1− λi,j)

wi
f li
≤ Tmax

i ,

∀i ∈ N , j ∈ S (17)

The objective function f (Xc,P, γ ) is to maximize the
weighted sum of the delay and energy consumption of all UE
tasks. The first constraint (11) and the second constraint (12)
indicate that the UE task uploads or does not upload and can
only upload through one channel. The third constraint (13)
and the fourth constraint (14) indicate that the UE can only
execution tasks locally or offloaded to one MEC server. The
fifth constraint (15) indicates that the proportion of comput-
ing resource xci,j allocated to offloaded tasks does not exceed
the MEC total computing resource. The sixth constraint (16)
indicates that the upload power pi of the offloaded user does
not exceed the value of the maximum power pmax

i of the UE.
The seventh constraint (17) indicates that the total execution
delay of the UE does not exceed the value of maximum
delay Tmax

i .

IV. JOINT RADIO RESOURCE MANAGEMENT AND TASK
OFFLOADING
We propose a heuristic task offloading algorithm (HTOA)
based on the optimization model mentioned in the system
model. We rewrite the multi-user offloading benefits func-
tion (10), which is described as:

P max f =
N∑
i=1

S∑
j=1

C∑
k=1

(
1−

λi,jwti f
l
i

xci,jf
c
j
− γi,k

αi + βipi
ri,k

)
(18)

s.t. (11)∼ (15) (19)

Among this, αi = wti
sif li
wi
, βi = wei

si
µiwi

. The optimization
problem P is a MINLP problem [29], [34]. It’s worth noting
that the computing resources allocation of the MEC server is
irrelevant to the channel allocation and user upload power, but
there is a direct relationship between the channel allocation
and upload power control. Therefore, in order to reduce the
complexity of problem solving, the above problems can be
decomposed into two sub-problems by uses the idea of divide
and conquer. The two sub-problems are the MEC computing
resource optimization allocation problem and the channel
allocation and upload power control problem.

A. THE OPTIMIZATION ALLOCATION OF MEC COMPUTING
RESOURCE
We investigated the optimal allocation of MEC server com-
puting resource, so as to optimize the execution delay of
tasks with offloaded to MEC server. When the task Ti is
offloaded to the MEC server for execution, which means

that
S∑
j=1
λi,j = 1. We denote Nj (Nj ≤ N ) as the number

of tasks offloaded to the MEC j, and the set of offloading
tasks is defined asN off

=
{
1, 2, . . . ,N off

}
. Given the vector

γ of task offloading, transforming the original optimization
problem P into the optimization allocation problem P1 of
MEC server computing resource:

P1 min
Xc
f (Xc) =

S∑
j=1

Nj∑
i=1

wti
f li

xci,jf
c
j

=

S∑
j=1

Nj∑
i=1

wti
f li
f cj

1
xci,j

(20)

s.t. 0xci,j ≤ 1, ∀i ∈ Nj, j ∈ S (21)

The condition constraint (21) indicates that the proportion
of computing resource xci,j allocated to offloaded tasks Ti does
not exceed the MEC j total computing resource.
Lemma 1: Function f (Xc) is a convex programming prob-

lem for computing resource allocation matrix Xc.
Proof: From problem P1, we can see that f (Xc) is a

multivariate function of the independent variable Xc. The Xc

is a matrix of N off
× S, the row represents the number of

offloading tasks, the column represents the number of MEC
servers, and each item xcij in the matrix Xc represents the
proportion of computing resource allocated to the task Ti by
the MEC j.

Xc
=


xc11 xc12 · · · xc1S
xc21 xc22 · · · xc2S
...

...
...

xcN off 1 xcN off 2 · · · xcN off S

 (22)

The proportion set Xc
j =

(
xc1j, x

c
2j, . . . , x

c
Njj

)T
,∀j ∈ S

of computing resource allocated by any MEC j, the second
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derivatives of f (Xc
j ) =

Nj∑
i=1

wti
f li
f cj

1
xci,j

always exists for each

independent variable, so we can get the following Hesse
matrix Hj corresponding to any one MEC j.

Hj =



∂2f
∂2xc1j

∂2f
∂xc1j∂x

c
2j

· · ·
∂2f

∂xc1j∂x
c
Njj

∂2f
∂xc2j∂x

c
1j

∂2f
∂2xc2j

· · ·
∂2f

∂xc2j∂x
c
Njj

...
...

...

∂2f
∂xcNjj∂x

c
1j

∂2f
∂xcNjj∂x

c
2j
· · ·

∂2f
∂2xcNjj


(23)

Any one of the second derivatives is:

∂2f
∂xcij∂x

c
nj
=

2w
t
i

f li
f cj (x

c
ij)

3 if i = n

0 otherwise

(24)

From the above second derivatives, we can see that
∂2f

∂xcij∂x
c
nj
≥ 0 and all elements are 0 except the main diagonal.

It shows that every element of the Hesse matrix diagonal is
greater than 0 (i.e., every eigenvalue of the Hesse matrix is
greater than 0). So the Hesse matrix is a symmetric positive
definite matrix. According to the theory in literature [41],
the Hesse matrix Hj is a positive definite matrix for each
feasible solution, which means that the function f (Xc

j ) is a
strictly convex function. It can be concluded that the comput-
ing resource allocation problem f (Xc) is a convex program-
ming problem. �
In addition, due to the function f (Xc) is strictly convex,

which means that there is a single global minimum for the
independent variable Xc

=
(
Xc
1,X

c
2, . . . ,X

c
S

)
(i.e., there is a

unique optimal allocation value for the independent variable
of the computing resource allocation).

Thereby, we can obtain the optimal solution by construct-
ing a generalized Lagrangian function to solving a series
of conditions that satisfy the KKT condition and equality
constraints [42].

Theorem 1 Obtain the unique optimal allocation solu-

tion x∗i,j =

√
wti f

l
i

Nj∑
i=1

√
wti f

l
i

for the independent variable Xc
=

(
Xc
1,X

c
2, . . . ,X

c
S

)
of computing resource allocation.

According to the Lemma1, the Lagrangian function of the
optimal problem P1 can be defined as:

L(xcj , δ) =
Nj∑
i=1

wti
f li
f cj

1
xci,j
− δ(1−

Nj∑
i=1

xci,j). (25)

Because,

δL(xcj , γ )

δxci,j
= −

wtiwi(
xci,j
)2
f ci

+ δ, (26)

so the KKT conditions and constraints of the optimized prob-
lem P1 are: 

−wti
f li

f cj
(
xci,j
)2 + δ = 0

1−
Nj∑
i=1

xci,j = 0

(27)

The above formula (24) is the KKT condition of P1, where
the second in formula (27) is called the complementary relax-
ation condition in the KKT condition for which there exists
an optimal solution for computing the resource allocation
matrix.

We can get the optimal x∗i,j as:

x∗i,j =

√
wti f

l
i

Nj∑
i=1

√
wti f

l
i

. (28)

In the end, we get the optimal allocation set of f (X∗) for
the computing resource allocation matrix Xc as follows:

f (X∗) =
S∑
j=1

Nj∑
i=1

wti
f li
f cj

Nj∑
i=1

√
wti f

l
i√

wti f
l
i

=

S∑
j=1

(
Nj∑
i=1

√
wti f

l
i

)2

f cj

√
wti f

l
i

(29)

�

B. THE CHANNEL ALLOCATION AND UPLOAD POWER
CONTROL
In order to optimize the delay and energy consumption of
task upload data, we rewrite the original problem P into the
problem P2 of channel allocation and upload power control
under the condition of given the matrix X as follows:

P2
P,γ

min f2(P, γ ) =
N∑
i=1

C∑
k=1

γi,k
αi + βipi
ri,k

=

N∑
i=1

C∑
k=1

γi,k
αi + βipi

W log2(1+ SNRi,k )
(30)

The problem P2 is still the mixed integer non-linear prob-
lem, so we re-decompose the problem P2 as the channel
allocation sub-problem P21 and the upload power control sub-
problem P22, respectively.

1) THE CHANNEL ALLOCATION
Assuming that the upload power control matrix P is given,
the channel allocation sub-problem P21 can be describe as:

P21 min
γ

f21(γ ) =
N∑
i=1

C∑
k=1

γi,k

(
αi + βipi

W log2(1+ SNRi,k )

)

52922 VOLUME 8, 2020



S. Pang, S. Wang: Joint Wireless Source Management and Task Offloading in UDN

=

N∑
i=1

S∑
j=1

C∑
k=1

αi + βipi
W

γi,k

log2(1+ piEIi)
(31)

s.t. γi,k ∈ {0, 1} , ∀i ∈ N , k ∈ C (32)
C∑
k=1

γi,k ≤ 1, ∀i ∈ N (33)

λi,j

(
C∑
k=1

si
ri,k
+

wi
xci,jf

c
j

)
+ (1− λi,j)

wi
f li
≤ Tmax

i ,

∀i ∈ N , j ∈ S (34)

Amon this, EIi,k represents the effective interfer-
ence for task Ti through wireless channel k , it can be
describe as:

EIi,k =
gi,j

σ 2 +
∑

n∈N /{i}

∑
s∈S/{j}

γn,kpngn,s
. (35)

We can see that the channel allocation for the problem P21
is determined by the amount of effective interference EIi,k
under the condition of given the upload power. The larger the
effective interference, the greater the UE task Ti offloading
benefit through the channel k .

The problem of channel allocation is to investigate the
tasks in the offloading task set N off . At this time, the con-
straint (29) is further transformed as:

si
ri,k
+

wi
xci,jf

c
j
≤ Tmax

i

⇔ EIi,k≥
1
pi

(
2

1
Wsiξi −1

)
, ∀i ∈ N off , (36)

among ξi = Tmax
i −

wi
xci,jf

c
j
.

We use argmax function based on greedy strategy to solve
the channel allocation sub-problem P21. Resulting, the chan-
nel allocation can be described as:

γi,k = 1

∣∣∣∣∣∣∣k=argmaxEIi,k∩EIi,k≥ 1
pi

(
2

1
Wsiξi −1

) . (37)

2) THE UPLOAD POWER CONTROL
Assuming that the channel allocation matrix γ is given,
the upload power control sub-problem P22 can be describe
as:

P22 min
P

f22(P) =
N off∑
i=1

C∑
k=1

αi + βipi
W log2(1+ EIi,kpi)

(38)

0 < pi ≤ pmax
i , ∀i ∈ N off (39)

λi,j

(
C∑
k=1

si
ri,k
+

wi
xci,jf

c
j

)
+ (1− λi,j)

wi
f li

≤ Tmax
i , ∀i ∈ N , j ∈ S (40)

Similar to the channel allocation sub-problem, the con-
straint (40) is further transformed as:
si
ri,k
+

wi
xci,jf

c
j
≤ Tmax

i

⇔ pi≥
2

si
W ξi − 1
EIi,k

, ∀i ∈ N off , j ∈ S, k ∈ C.

(41)

From the constraints (39) and (41), we can conclude
that the upload power control pi range of user is pi ∈[
2

1
wsiξi −1
EIi,k

, pmax
i

]
,∀i ∈ N off . And according to the user

power control problem P22, it can be known that there is
no significant influence on the power between users. Thus,
we define the function h (pi) of the user i as:

h (pi) =
αi + βipi

W log2(1+ EIi,kpi)
(42)

s.t.
2

1
wsiξi − 1
EIi,k

≤ pi ≤ pmax
i , ∀i ∈ N off (43)

The golden section method is used to calculate the
user’s upload power control. The pseudo code is shown
in Algorithm 1. The input values include the search range
[ai, bi] of the user’s uploaded power, the golden section
point τ , and the convergence accuracy ε. The detailed steps
can be described as follows: we firstly calculate the absolute
value of the difference between the golden means pli and p

r
i .

When the absolute value is greater than the convergence accu-
racy, we calculate h

(
p1i
)
, h
(
p2i
)
by using (42) and compare

the two values. If h
(
p1i
)
> h

(
p2i
)
, decrease research space

to the left, otherwise decrease the search space to the right.
The search space is continuously decreased to find the user
optimal upload power by this method.

Algorithm 1 The Upload Power Control by Golden
Section Method

Require: ai = pmin
i =

2
1

wsiξi −1
EIi,k

, bi = pmax
i , τ = 0.618, ε =

0.05
Ensure: popti
1: Calculate golden means pli = bi − τ ∗ (bi − ai) , pri =
ai + τ ∗ (bi − ai)

2: while
∣∣pri − pli ∣∣ > ε do

3: calculate h
(
p1i
)
, h
(
p2i
)
by using (42)

4: if h
(
p1i
)
> h

(
p2i
)
then

5: ai = pli, p
l
i = pri

6: h
(
p1i
)
= h

(
p2i
)
, pri = ai + τ ∗ (bi − ai)

7: else
8: bi = pri , p

r
i = pli

9: h
(
p2i
)
= h

(
p1i
)
, pli = bi − τ ∗ (bi − ai)

10: end if
11: end while
12: popti =

(
pli + p

r
i

)
/2

VOLUME 8, 2020 52923



S. Pang, S. Wang: Joint Wireless Source Management and Task Offloading in UDN

FIGURE 2. The impact of task data size for user offloading benefits.

Algorithm 2 The Heuristic Algorithm
Require: P = Pmax, λi,j = 1,∀i ∈ N , j ∈ S, γi,k = 0,∀i ∈

N , k ∈ C
1: calculated Local delay and energy consume by (1) and

(2)
2: while iter <= itermax do
3: calculated the proportion of computing resources

matrix Xc by (29)
4: channel selection matrix γ by (37)
5: obtain the upload power control matrix P by using the

algoritnm1
6: update the effective interference by (35)
7: calculated user offloading benefit f (Xc,P, γ )
8: iter++
9: end while

C. THE HEURISTIC TASK OFFLOADING ALGORITHM
The specific flow of proposed heuristic task offloading algo-
rithm HTOA is shown in Algorithm 2. Firstly, set each of
task is offloading to MEC server randomly for execution, and
we set the user upload power to the corresponding maximum
of upload power. Meanwhile, we set no channel assigned
to any tasks. Given the initialization, the delay and energy
consumption of the local execution is calculated, and then the
iteration of algorithm by the status of the wireless resources is
started. In the process of iterative optimization, the computing
resources of MEC servers are allocated to the tasks according
to the formula (25) in the first step, whichmeans that the tasks
are executed by the MEC servers. The effective interference
for channel allocation based on the greedy strategy is gained
in the second step. The Algorithm 1 is used to allocate user
upload power in the third step. The effective interference is
recalculated based on the updated upload power in the fourth
step, and the users offloading benefits is obtained in the final
step.

V. NUMERICAL RESULTS
Without loss of generality, we consider an UDN scenario
with multiple MEC servers. We set the number of MECs
is 10, i.e., the UDN is composed of 10 base stations, and

the number of sub-channels is 10. The number of tasks
in the range [10,100], and randomly distributed in the
UDN. In order to evaluate the proposed algorithm HTOA,
we set the background noise power σ 2

= −100dBm,
bandwidth B = 2MHz, each of sub-channel bandwidth is
W = B/10 = 0.2MHz, local computing resource f li =
0.1GHz, and delay weight wti ∈ {0.2, 0.4, 0.6, 0.8} for UEs
tasks. For the channel gain, the path fading model is adopted,
defined as gi,j = L−θi,j , where L

−θ
i,j represents the distance

from offloading task Ti to offload to MEC j, and θ is the path
loss parameter. In this paper, we set the parameter of θ equal
to 2 [43]. The maximum of upload power pmax

i ∈ [0.51], and
coefficient γ = 10−11. Each experimental test is 100 and the
average value is taken as the final result, so as to the accuracy
and correctness of the results.

In this paper, we investigate the problem of task offloading,
and the goal is mainly to optimize the delay and energy
consumption required by users during the execution of tasks.
Therefore, the user’s offload benefit (the weighted sum of
delay and energy consumption) is selected as the only metric.
We proposed algorithm HTOA compares with the random
offloading algorithm. The random offloading algorithm has
randomness for offloading task selection, channel selection,
and MEC server allocation. However, this randomness does
not take into account the channel allocation of MEC comput-
ing resources.

We set that f cj = 1GHz, and wi = 0.1GHz. We selected
1000, 2000 and 3000KB as the data size of task to evaluate
the users offloading benefits, as shown in Figure 2. According
to the overall trend of Figure 2, it can be seen that the
user offloading benefits of the proposed algorithm HTOA is
better than the random offloading algorithm. As the number
of users increases, more users compete for limited channel
resources, which cause that the user offloading benefits of
the random offloading algorithm declining. And our proposed
algorithm HTOA is still increasing and is significantly better
than the random offloading algorithm. It can be shown that
the proposed algorithm HTOA is suitable for task offloading
in UDN multi-user scenarios. When the number of tasks
is 10, the corresponding user offloading benefits under the
three task data size are 9.37, 9.36 and 9.34, respectively,
and the difference is about 0.01. When the number of tasks
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FIGURE 3. The impact of MEC computing resource for user offloading
benefits.

FIGURE 4. The change of user offloading benefits as the number of tasks
increase in homogeneous and heterogeneous networks.

is 100, the corresponding user offloading benefits are 44.39,
42.93 and 41.54, respectively, and the difference is about 1.5.
From the difference of user offloading benefits between the
HTOA algorithm and random offloading algorithm, we can
see that the upload delay and energy consumption of the
offloading user is affected by the size of task data.

In order to analyze the impact of different MEC computing
resources on the task offloading benefits, we selected six
types of MEC computing capabilities, as shown in Figure 3.
As we can see from the overall trend, with the increase
of MEC computing resource, the benefit of task offloading
benefits also increases. More specifically, in the case of a
small amount of tasks, the trend of task offloading bene-
fits under different MEC computing resources is not obvi-
ous. The gap in the task offloading benefits has gradually
increased from the number 60 of tasks. The task offload-
ing benefits increases with the increase of MEC computing
resource. When the MEC’s computing resource is continu-
ously enhanced, the execution delay of the offloading task in
the MEC is greatly shortened, the users offloading improving
efficiency.

In order to change the impact of the task offloading benefits
in homogeneous and heterogeneous networks, we set the
homogeneous networks: the data size of task is 1000KB,
the required computation capability of task is 0.2GHz and
the local computation capability of task is 0.1GHz, and the
heterogeneous networks are: the data size of task is between

1000KB and 3000KB, the required computation capability of
task is between 0.1GHz and 0.4 GHz, the local computation
capability of task is between 0.1GHz and 0.15GHz, as shown
in Figure 4. As the number of tasks increase, the user offload-
ing benefits of proposed algorithm HTOA increases under
heterogeneous and heterogeneous networks, and the random
offloading algorithm starts to decrease after the number of
tasks exceeds 70. More specifically, with the increase of the
amount of tasks, the task offloading benefits in the heteroge-
neous networks is slightly higher than that in a homogeneous
environment. In addition, the reduction of random offloading
algorithm is more than 1.5 times of the proposed algorithm
HTOA after the number of tasks exceeds 60. It is noteworthy
that it was more than 3 times when the number of task
was 100. From this point of view, the proposed algorithm
HTOA is more stable than the random offloading algorithm.

VI. CONCLUSION
In this paper, we propose a heuristic task offloading algorithm
HTOA for investigated the joint radio resource management
and task offloading in the UDN architecture. In order to max-
imize the task offloading benefits (the weighted sum of delay
and energy consumption), we considered the management
of radio resources: the MEC computing resource allocation,
the channel allocation, and the user upload power control. The
proposed algorithm HTOA achieves optimized task offload-
ing by iteratively updating radio resource management.
Simulation results show that the algorithm HTOA has higher
user offloading benefits than the random offloading algorithm
efficiently. Especially, when there are a large number of users,
the advantage is more obvious, which further proves that the
proposed algorithm HTOA is better applicable to UDN envi-
ronment. In future work, wewill further consider the complex
scenario of user mobility and the energy consumption of
MEC servers.
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