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ABSTRACT Underwater Acoustic Sensor Networks have attracted much attention due to various applica-
tions. However, routing voids lead performance degradation of UASNs in terms of network connectivity
and packet delivery ratio. In this paper, we propose a Routing Void Prediction and Repairing (RVPR)
algorithm in AUV-assisted UASNs, which utilizes AUVs to carry sensor nodes to repair the routing voids
when foreseeing the occurrence of voids. First, the repair position is calculated based on Particle Swarm
Optimization algorithm by maximizing the connectivity of the void area and minimizing the AUV moving
distance. Then, the routing void prediction based on Markov chain model is proposed to ensure that the
AUVs come to the repair task before the voids have already formed. Next, we design a task selecting rule
to let the AUVs choose the most important and urgent repair task. Lastly, RVPR applies an energy-efficient
interaction mechanism among nodes and AUVs, which guarantees reliable operation of the algorithm. In the
simulation, the RVPR algorithm is applied in several different types of routing protocols (HHVBF, QELAR,
EAVARP). The simulation results show that RVPR algorithm improves the protocol performances in terms
of the packet delivery ratio and the link connection. More specifically, when there are 100 nodes deployed
in the network, the packet delivery ratio of HHVBF, EAVAPR and QELAR employing RVPR are increased
by 29.4%,79% and 65% respectively.

INDEX TERMS Underwater acoustic sensor networks, routing voids, autonomous underwater vehicle.

I. INTRODUCTION
Three quarters of the Earth’s surface is covered by oceans,
which contain 97 per cent of the Earth’s water. Moreover,
the market value of marine and coastal resources and indus-
tries is estimated at $3 trillion per year or about 5 per cent of
global GDP [1]. Thus, Underwater Acoustic SensorNetworks
(UASNs) are becoming a promising technology for its wide
applications on ocean monitoring, underwater exploration
and oceanography data gathering [2]–[4].

However, it is challenging to build UASNs. One of the
main reasons is that there is serious attenuation of electro-
magnetic waves underwater, which makes acoustic commu-
nication become the most effective method for long-distance
communication [5]. Thus, it is important to consider the
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characteristics of underwater acoustic communication when
designing algorithms and protocols for UASNs. Another
reason is the limited energy of nodes. In UASNs, nodes
deployed underwater are difficult to be charged or replaced
batteries [6]. When individual nodes are exhausted due to
uneven energy consumption, there will be routing voids in
the network.

Obviously, the routing voids reduce network connectivity
significantly, and therefore, the nodes around the routing
void cannot find a relay node, which results in the reduction
of packet delivery ratio and even the paralysis of the net-
work. In UASNs, since nodes are usually sparsely deployed,
the damage caused by routing voids is more obvious than that
in the traditional wireless sensor networks.

There have emerged many works to solve routing voids
problem underwater. Void-aware routing protocols are pro-
posed to find a path to the sink bypassing the void area [7].
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Topology control algorithms based on the depth adjustment
ability of the nodes are introduced to recover the connec-
tivity in the communication void region [8]. There are also
techniques taking a benefit of redundant overlapping and
repairing a coverage hole during network operation [9].

However, the existing methods just solve the immediate
void problem. When the routing voids are formed, in the
existing studies, the nodes around the voids will start to
be rather busy and quickly run out of energy. Therefore,
the routing voids will expand quickly once they have already
formed. As a result, the network will paralyze soon. Thus,
the new direction of introducing new nodes in the network
should be considered.

Autonomous Underwater Vehicles (AUVs) are recharge-
able and can operate autonomously, which make them well
suited to assist UASNs performing tasks, such as data collec-
tion, marine environment monitoring and localization. Refer-
ence [10] proposes a new underwater routing scheme named
AUV-aided underwater routing protocol (AURP). It usesmul-
tipleAUVs as relay nodes from gateway nodes to sinks, which
achieves a high delivery ratio and low energy consumption.

In recent years, there have been more and more researches
on AUV autonomous operation [11], [12]. Reference [13]
introduces a new method of load separation from the head
of AUV. A set of transform models for the beginning position
of the separated load and the carrier are deduced based on
the dynamic equations. Reference [14] carries out numerical
study on the store separation from the weapon bay of a
BWB underwater glider, which is supported by the computa-
tional fluid mechanics and the six-degree-of-freedom model.
Motived by AUV’s load separation technology, we introduce
AUVs to carry and deploy nodes to repair the routing voids.

In this paper, we propose a Routing Void Prediction and
Repairing (RVPR) algorithm in AUV-assisted UASNs. The
RVPR algorithm enables nodes to predict routing voids
nearby, and then they ask AUVs to come in advance repairing
the voids in time. Therefore, the algorithm does not require
redundant or mobility of sensor nodes. Also, RVPR can still
improve the performance of routing protocols even if they
do not consider routing voids. The main contributions of this
paper can be summarized as follows:
(1) RVPR algorithm takes full advantage of AUV’s high

energy, strong mobility and ability to carry objects and
separate from the loads. In addition to daily work,
the AUV can dynamically repair routing voids in
UASNs to increase the network performance.

(2) To calculate the position of void repairing, RVPR
establishes the objective functions by maximizing the
connectivity of the void area and minimizing the
AUV moving distance. Moreover, the sound propaga-
tion characteristics underwater are taken into account.
The position of the AUV deploying nodes is calcu-
lated based on Particle Swarm Optimization (PSO)
algorithm.

(3) Since the speed of the AUV is slow, in order to ensure
that the AUV repairs the voids in time, it needs to come

to the repair position before the voids have already
formed. Thus, a routing void prediction model is pro-
posed based on Markov chain.

(4) To guarantee the effect of RVPR, we propose a reliable
and energy-saving information interaction mechanism
among nodes and AUVs.

(5) The proposed RVPR algorithm is distributed, which
can be easily employed with any routing protocols.

The rest of this paper is organized as follows: in Section II,
the existing void repairing algorithms and protocols for
UASNs are studied. In Section III and IV, the RVPR algorithm
is described in detail. The simulation results are shown and
discussed in Section V. Finally, we conclude this paper in
Section VI.

II. RELATED WORK
In this section, we first review the shortcomings of tradi-
tional routing protocols in handling routing voids. Then we
introduce the existing protocols and algorithms dealing with
routing voids. Meanwhile, we summarize their advantages
and disadvantages and existing problems.

VBF [15], HHVBF [16] and DBR [17] are traditional
routing protocols in UASNs based on greedy algorithm. They
all have multiple relay nodes, which consume a lot of energy.
Furthermore, the idea of the greedy algorithm makes the
nodes consume energy unevenly. In other words, nodes that
continue to be the forwarders will exhaust energy prema-
turely. Thus, routing voids cannot be solved or avoided when
applying traditional routing protocols.

To deal with the routing voids, a lot of studies have been
done. Some routing protocols attempt to delay the generation
of voids or bypass routing voids. QELARproposed in [18] is a
machine-learning-based routing protocol for energy-efficient
and lifetime-extended underwater sensor network. In contrast
to routing protocols based on the greedy algorithm, QELAR
can select the next hop according to the residual energy of
neighbors. Thus, the energy consumption is more even and
the generation of routing voids can be delayed when applying
QELAR. In [19], an energy-aware and void-avoidable routing
protocol (EAVARP) is proposed. EAVARP first builds con-
centric shells around the sink node and distributes different
layers to sensor nodes. Then, packets can be forwarded based
on different concentric shells through opportunistic direc-
tional forwarding strategy (ODFS) even if there are voids.
Although EAVARP avoids routing voids, the main idea is
to find a path bypassing the void area, which increases the
transmission delay and expands the voids over time.

Others try to solve the void problem equipping with the
depth adjustment mechanism. Reference [20] proposes the
centralized topology control (CTC) and the distributed topol-
ogy control (DTC) mechanisms for long-term non-time-
critical underwater sensor networks, which can organize the
network via depth adjustment of some nodes. The topology
control mechanisms can reduce the impact of communication
void region in the network performance. In [21], the depth

VOLUME 8, 2020 54201



Z. Jin et al.: RVPR in AUV-Assisted UASNs

adjustment is also used to improve the network connectivity
and forward data where the greedy geographic routing fails.
However, node movement consumes lots of additional energy
which is already limited in UASNs. Moreover, the algorithms
only consider the voids caused by dynamic topology changes,
and do not take into account the voids because of the early
exhaustion of nodes.

There are also techniques taking a benefit of redundant
overlapping. On energy hole and coverage hole avoidance
technique in underwater wireless sensor networks is proposed
in [9]. It can repair coverage holes as well as energy holes
during network operation by moving nodes from redundant
coverage areas to the hole areas. However, the nodes in
UASNs are usually sparse due to the long communication dis-
tance and the high cost of the nodes. Thus, node redundancy
deployment is rarely achieved underwater.

In conclusion, the above ideas have some deficiencies. The
void-aware routing protocols are proposed to bypass the void
area, which increase the transmission delay and expand the
voids over time. Although many algorithms that maximize
coverage and connectivity can delay the occurrence of routing
voids to some extent, it takes a lot of additional energy using
the mobility of special nodes. Also, the algorithms deploying
a lot of redundant nodes are costly to repair the routing voids.
Therefore, it is necessary to find new solutions for routing
voids underwater.

Recently, there have emerged a few works on handling the
routing voids with the assistance of the AUV as its technol-
ogy matures and improves [22]. In [23], a mobicast routing
protocol for Underwater Sensor Networks is proposed. In the
routing protocol, all possible sensor nodes near the AUV form
a 3-D geographic zone is called a 3-D zone of reference
(3-D ZOR). The main problem the routing protocol solved
is how to efficiently collect data from sensor nodes within
a 3-D ZOR while those sensor nodes are usually sleep for a
long period. To consider the characteristics of UASNs and
solve the void problem, an ‘‘apple slice’’ technique is used
in the 3-D ZOR to build multiple segments to surround the
void. When the delivery is obstructed by voids, the segment
expands to a larger size and allows the packets to be sent to
the AUV along the path bypassing the void area. However,
similar to the void-avoided routing protocols, the expanded
segment will involve more nodes that participate in routing,
which leads to void expansion eventually.

To address the issues above, we propose the RVPR algo-
rithm in this paper, which aims at repairing the routing voids
when foreseeing void occurrence in AUV-assisted UASNs.
Also, in RVPR, the voids can be repaired before it is already
formed to avoid the expansion of the void area.

III. PRELIMINARIES
In this section, we firstly state the problem that RVPR solves,
which also includes the system model. Then, the acoustic
communication model is introduced and the routing void
index is defined. These concepts and definitions are the basis

FIGURE 1. Network scenario.

for the details of RVPR in the next chapter. Finally, we present
the basic idea of RVPR.

A. PROBLEM STATEMENT
The network scenario is shown as Fig.1, which mainly con-
sists of three members:
• Ordinary node - a node that can generate, receive and
send packets. In RVPR, ordinary nodes calculate the
positions repairing routing voids and predict the voids.
When routing voids are predicted to occur, ordinary
nodes send a task request to the AUV.

• Sink node - a node that collects packets from ordinary
nodes and sends the packets to the data center.

• AUV - a vehicle that works underwater. It is recharge-
able and can move flexibly. In RVPR, the AUV
dynamically selects tasks, carrying and deploying ordi-
nary nodes to the specified positions to repair routing
voids.

In RVPR, ordinary nodes and AUVs are evenly distributed
in the 3D water space. Ordinary nodes transmit packets
upward to sink nodes located on the water surface. Each
AUV carries an ordinary node and performs its own daily
task (such as data collection, marine environment monitor-
ing and localization.). When individual nodes are exhausted,
there will be routing voids resulting in difficulty to find
forwarders to the sink. The goal of RVPR is to predict the
occurrence of routing voids and schedule the nearest AUV to
the designated position in advance in order to repair the voids
in time.

For routing void prediction and repairing, the overall task
involves four subtasks. The first is to establish the objective
functions by maximizing the connectivity of the void area
and minimizing the AUV moving distance. The positions of
the AUV deploying nodes are calculated based on the PSO
algorithm. The second is to predict the routing voids based on
Markov chain model. The third is to devise the task selecting
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rule taking into account routing voids, node importance and
AUVmoving distance. The last is to design the energy-saving
information exchange mechanism among ordinary nodes
and AUVs.

The realization of our algorithm is based on the following
assumptions:
(1) The sink nodes can obtain their own location infor-

mation via GPS. The ordinary nodes obtain their own
location information through the existing location ser-
vice such as [24] and [25]. And the AUVs can get
their location information by positioning device and
GPS [26].

(2) Ordinary nodes can update the information of their
neighbors by overhearing the underwater acoustic
channel.

(3) The speed of AUVs is known.

B. ACOUSTIC COMMUNICATION MODEL
The path loss in the underwater acoustic channel can be
estimated by Thorp model as follows [27]:

TL[dB] = χ log(1000× r)+ α(f ) · r (1)

where χ is a parameter used to calculate the extended loss.
Commonly used values are χ = 10 for cylindrical spreading
and χ = 20 for spherical spreading. r is the distance between
the sender node and the receiver node. α(f ) is the absorption
coefficient, which is related to the communication frequency:

α(f )[dB/km] =
0.11× f 2

1+ f 2
+

44.0× f 2

4100+ f 2

+ 2.75× 10−4f 2 + 0.003 (2)

In order to ensure the link quality, we compute the signal-
to-noise ratio in acoustic channel as follows, which should be
larger than the detection threshold of the receiver [28]:

SNR = SL − TL − NL + DG ≥ Threceiver (3)

where SL is the signal level of the source node, TL is the
transmission loss and DG is the directional gain. NL is the
noise level, which includes underwater turbulence, shipping
activity, wave and thermal noise. For practical applications,
NL can be approximated as [29]:

NL = η0 − η · log(f ) (4)

where the constant level η0 is taken to be 50 dB re µ Pa and
η is 18 dB/decade.

C. ROUTING VOID INDEX
Energy consumption of nodes is unbalanced when traffic load
is uneven. Thus, busy nodes usually exhaust their energy
early. The premature death of several nodes makes it difficult
for their neighbors to find a relay node, which is called routing
void phenomenon.

The routing void model is shown as Fig.2. We can see
that the occurrence of routing voids means that within node
communication range, all the neighbor nodes located in a

FIGURE 2. Routing void model.

FIGURE 3. Node communication model. The approximated sphere is
divided into eight parts centered on the nodes. The top four are counted
as I-IV in a counterclockwise order, and the bottom four are counted as
V-VIII in a counterclockwise order.

certain direction or directions shut down. For example, n4, n5
and n7 located in the upper right of n2 exhaust their energy,
whichmake n2 unable to forward packets to the sink. In Fig.3,
we approximate the node communication model as a sphere
for the convenience of analysis, which is equally divided
into eight areas I-VIII. Based on the above analysis, we can
conclude that if all neighbors in any area run out of energy,
it means that routing voids occur very likely. Thus, we define
the routing void index based on this characteristic to describe
the severity of voids.

If the energy of all neighbor nodes in the same area is
below the threshold, the area becomes a low-energy warning
area. Themore adjacent warning areas (adjacent areas refer to
the areas share common faces), the more serious the routing
voids. Thus, the routing void index is defined as follows:

α =
x
n

(5)

where x is the number of adjacent low-energy warning areas
with the largest total volume, and n is the total number of
areas. We can see from (5) that if the value of α becomes
larger, the routing voids is severer.

For example, the routing void index of node in Fig.4(a) and
Fig.4(b) is 1/8. This is because in Fig.4(a), there is only one
low-energy warning area. Although there are two warning
areas in Fig.4(b), area IV and VI are not adjacent. Similarly,
the routing void index of node in Fig.4(c) and Fig.4(d) is 2/8.
The reason is that there are two adjacent warning areas III and
IV, of which the total volume is the largest.

Considering that the deployment of nodes is sparse under-
water, the 8 areas may not all contain nodes even when the
network connectivity is in good condition. In the following
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FIGURE 4. Examples for routing void index, where the blue shaded areas
are the low-energy warning areas. The routing void index of nodes in
(a) and (b) are 1/8 and that of nodes in (c) and (d) are 2/8.

section, the repairing position calculation and the routing
void prediction are for the area that contains nodes at the
beginning.

D. BASIC IDEA
Our RVPR algorithm enables nodes to predict routing voids
nearby, and then the node foreseeing voids asks AUVs to
come to repair the voids in time. To achieve the routing
void prediction based on the Markov chain model, nodes
need to know the communication history of their neighbors
and the time of prediction. Thus, the communication his-
tory is added in DATA packet. The time of prediction is
the time that the AUV spends from its current location to
the repair position, which means what the node predict is
that the routing void condition when the AUV arrives at the
repair position assuming it starts to come now. Therefore,
the prediction time can be calculated with the AUV position,
the repair position and the AUV’s speed. The repair position
is solved by PSO algorithm, at which the newly deployed
node enables to maximize the void area connectivity and
minimize the AUV moving distance. To successfully ask
AUVs to repair the voids, nodes and AUVs need reliable
and energy-efficient interaction mechanism. When an AUV
receives multiple tasks, to ensure that the AUV chooses the
most urgent and important one, we device the task selecting
rule according to routing voids, node importance and AUV
moving distance.

The overall procedure of RVPR algorithm is illustrated in
the Fig.5, whichmainly contains four parts to achieve the four
subtasks described inPROBLEMSTATEMENT. Firstly, in the
repair position calculation phase, nodes exchange two-hop
position information during initialization. Meanwhile, AUVs
periodically broadcast their position by HELLO packet in a
local area. Also, nodes listen to the link information of its
neighbors during packet transmission. RVPR algorithm runs
if the current link changes. According to the link information
and the AUV’s position, nodes calculate the repair position.
Secondly, in the routing void prediction phase, nodes pre-
dict neighbors’ energy and the routing void index is calcu-
lated. If the predicted value is bigger than 0, the node sends
REQUEST packet to the AUV. Thirdly, in the dynamic task
selection phase, the AUV selects the most urgent and impor-
tant task to perform after receiving the REQUEST packet
and sends the AGREE packet to the node. The fourth part is
information exchange among AUVs and nodes, which runs
through the entire RVPR algorithm.

FIGURE 5. Overview of the proposed RVPR algorithm. The propose RVPR
mainly consists of four parts: repair position calculation, routing void
prediction, dynamic task selection and information exchange. The work
of AUVs and the work of ordinary nodes are illustrated by different fill
patterns.

IV. THE RVPR ALGORITHM DESIGN
In this section, we discuss the details of RVPR. As mentioned
in section III, we can divide the whole algorithm into four
parts: repair position calculation, routing void prediction,
dynamic task selection and information exchange. Finally,
we end this chapter with overhead analysis.

A. REPAIR POSITION CALCULATION
In order to ensure that routing void repairing is timely, ordi-
nary nodes need to calculate the repair position preparing
for the possible arrival of the AUV. The target functions are
established in two aspects. One is that the position needs
to restore as many links as possible once the area becomes
the low-energy warning area. The other is to minimize the
moving distance of the AUV to reduce the impact on the
its daily work. The optimization problem is solved by PSO
algorithm.

1) RESTRICTIONS
Assume that the neighbor set of node ni is Neighbori =
{ni1, ni2, . . . nij, . . .}, and the node deployed by the AUV is
nAUV . The node ni queries the link records by region, such
as the two-hop links with the neighbors in area I as the relay
nodes. There are two kinds of two-hop links, which are the
current two-hop link and the other history two-hop links.
Next, we establish the equation for each of them.

For the current two-hop link between ni and nijm, we record
the link as ni − nij − nijm where nij is assumed to exhaust
its energy. In order to restore the connectivity, the position
calculation needs to satisfy the signal-noise-ratio threshold
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of the receiver. Thus, the following formula is established
combining with the acoustic communication model in the
section III. B.

s.t.
C1. TLninAUV < TLth1
C2. TLnAUV nijm < TLth2 (6)

where TLth1 = SL1 − NL1 + DG1 − Threceiver1 and TLth2 =
SL2 − NL2 + DG2 − Threceiver2. Thus, the position set Sm is
got from (6).

For each of the other two-hop links in area I, we record the
link as ni − nip − nipq where nip is assumed to exhaust its
energy. To restore the connectivity of the link, similarly, we
have

s.t.
C1. TLninAUV < TLth1
C3(x). TLnAUV nipq < TLthx (7)

where x is the label of the link and TLthx = SLx − NLx +
DGx −Threceiverx . Thus, the position sets Sx are got from (7).
Considering the current two hop link is more important

than the other history links in the network and to restore as
many links as possible in the area, the repair position should
be able to recover the current link ni− nij− nijm and as many
history links ni − nip − nipq as possible. Thus, the constraint
Srepair is to find a set which is the intersection of Sm and as
many Sx as possible. For convenience, we suppose x = k ,
p = P and q = Q(P 6= j or Q 6= m) and therefore
Srepair = Sm ∩ Sk . Next, we build objective functions for link
ni − nAUV − nijm and ni − nAUV − niPQ in the next section.

2) OBJECTIVE FUNCTIONS
There are two aspects in the objective functions. First,
to ensure the quality of links, we minimize the signal loss
among nodes and the newly deployed node. The objective
functions are

F1 = TLninAUV (8)
F2 = TLnAUV nijm (9)
Fk3 = TLnAUV niPQ (10)

In addition, for the AUVs, the closer to the positions
deploying nodes, the less impact on the conventional tasks.
Thus, we minimize the moving distance as follows:

F4 =
√
(x − xAUV )2 + (y− yAUV )2 + (z− zAUV )2 (11)

where (xAUV , yAUV , zAUV ) is the position of the AUV.
The objective functions of links and AUVs are normalized

by linear weighted summation as shown in (12):

min

{
α1

F1 − Fmin
1

Fmax
1 − Fmin

1

+ α2
F2 − Fmin

2

Fmax
2 − Fmin

2

+αk3
Fk3 − F

kmin

3

Fk
max

3 − Fk
min

3

+ α4
F4 − Fmin

4

Fmax
4 − Fmin

4

}
s.t. C1.(x, y, z) ∈ Srepair (12)

FIGURE 6. Particle Swarm Optimization algorithm.

where Fmax and Fmin are set according to their physi-
cal meanings and the sensor performances. Fmax

1 ,Fmax
2 and

Fk
max

3 represent themaximum attenuation when the signal can
still be heard by receiver. Thus, they are set to TLth1,TLth2
and TLth3 respectively. Fmin

1 ,Fmin
2 ,Fk

min

3 are the minimum
attenuation between nodes and set to zeros. Fmax

4 is the
longest Euclidean distance along the trajectory of the AUV
while Fmin

4 is 0. α1, α2, αk3 , α4 are the weight coefficients that
meet α1 + α2 + αk3 + α4 = 1 (α1, α2, αk3 , α4 ≥ 0).

3) PSO ALGORITHM
Particle Swarm Optimization (PSO) algorithm is a
population-based optimization technique inspired by social
behavior of bird flocking and roosting. In PSO, individual
swarm members establish a social network and can profit
from the discoveries and previous experience of the other
members of the swarm. PSO is a very efficient global search
algorithm and it is computationally light. Thus, we introduce
the PSO algorithm to calculate the position to deploy the
node. The procedure of the PSO algorithm is shown in Fig.6.

The particles are used to simulate birds. Each particle
can be regarded as a search individual in the search space.
The particles have two attributes. One is the speed, which
represents the speed of movement. The other is the posi-
tion, which represents the direction of movement. Through
iteration, the best values of each particle as well as of the
group are calculated. Also, the particles update their speeds
and positions. Finally, the global best value that satisfies the
termination condition is obtained. Generally, the termination
condition is that themaximum number of iterations is reached
or the global best value meets the threshold.

The PSO algorithm is a meta-heuristic technique-based
algorithm. Almost all meta-heuristic algorithms are simple in
terms of complexity, and thus they are easy to implement [30].
Specifically, the complexity of the PSO algorithm isO(NP·D)
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in each iteration [31], where NP is number of the particles
and D is the dimension of the objective function. In addition,
the nodes underwater have enough storage and computing
ability [32]. Thus, the algorithm is feasible considering it is
simple in terms of complexity.

B. ROUTING VOID PREDICTION
In RVPR, nodes listen to the channel and record their neigh-
bors’ states. They assume the AUV comes to the repair posi-
tion now and predict the routing voids when the AUV arrives.
It is necessary for nodes to predict the routing voids. One
reason is that nodes will be no longer able to send information
once the routing void is already formed. In addition, since the
speed of AUV is low, it will take a certain time to reach the
repair position. If the AUV is requested after the routing void
has already formed, packets will be lost during the certain
time. Thus, we propose a routing void prediction model based
on Markov chains.

The Markov process mainly studies the current state of
things and the process of future state transitions. It can make
good predictions of state transitions and time series. The
Markov process is described by (13).

P
{
Xt = si|X0 = sj0, . . . ,Xt−1 = sj(t−1)

}
= P

{
Xt = si|Xt−1 = sj(t−1)

}
(13)

where {s1, . . . , sM } represents the state space. The vector X
is the state sequence from time 0 to time N. The probability
of being in state Xt at time t depends on the previous state
Xt−1. Since the Markov chain model can accurately predict
the state probability, it is advisable to develop aMarkov chain
on the node state transition model. Moreover, the energy
consumption depends on the node history states, which is also
the direct cause of routing voids. Thus, the prediction of node
states is equal to the prediction of energy consumption, and
thereby can accurately predict routing voids.

In UASNs, nodes usually have 3 states, which are listening,
receiving and sending. Nodes in different states have different
working power. The inherent relationships of the states are
shown in Fig.7.

FIGURE 7. Node state transition model.

We divide time into multiple time slots and the nodes are
in one state in each time slot. The transition probability from
state i to state j is expressed by Pij = P {Xt = j|Xt−1 = i},
which can be obtained by statistics on the history states of
nodes.

The transition probability from state i to state j can be
calculated by (14) after n-time transitions.

P(n)ij =
M∑
k=1

PrikP
n−r
kj , (r ∈ (0, n)) (14)

If a node is in state i,
L∑
t=1

P(t)ij is the number of time slots

being in the state j in the next L time slots. Thus, the total
energy consumption in the next L slots is

EL =
M∑
j=1

L∑
t=1

P(t)ij × p(j) (15)

where p(j) is energy consumption of nodes in the state j in one
time slot.

Then, we can calculate the residual energy of the node
when the AUV arrives by (16).

Eres = Eini − EL (16)

where Eini is the initial energy of nodes. And L can be
calculated as (17) by the time that the AUV takes to arrive
the repair position.

L= [
1
T
×

√
(xAUV − x)2+(yAUV − y)2 + (zAUV − z)2

vAUV
]+1

(17)

where (x, y, z) is the repair position calculated in the repair
position calculation phase, vAUV is the speed of AUV and T
is the length of the slot.

After that, nodes calculate their own routing void index
based on their neighbors’ energy that after the L time slots.
If it is bigger than 0, the node asks the AUV comes to the
repair position.

C. DYNAMIC TASK SELECTION
If an AUV receives multiple tasks, it needs to choose the most
urgent and important one. Thus, we design a task selecting
rule considering routing void index, node importance and
AUV moving distance. The AUV selects the task with the
largest value of the task importance defined as:

(αni + βni ) · γni (18)

The first part αni is the routing void index of the node who
generates the task request. Combining with the analysis in
the chapter III. C , we know the larger αni reflects the routing
voids is severer.

The second part βni is the importance of the node who
sends task requests. Generally, in the acquisition network,
if a node is located near the water surface, it will forward
packets more frequently comparing with those deployed near
the bottom. And thereby it is more important in the network.
Thus, we define the node importance as:

βni = 1−
zni
Z

(19)
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FIGURE 8. Packet structure of DATA packet.

where zni is the depth of the node ni and Z is the total depth of
the monitoring area. We can see that the shallower the node
depth, the value of βni becomes larger, which reflects the node
is more important in the network.

The last part γni is calculated as (20) according to the AUV
moving distance. The energy consumption of AUV depends
largely on the distance it travels. In addition, to reduce
the impact of the AUV performing the original daily task,
it should reduce the deviation from the original path. There-
fore, AUV moving distance should also be considered.

γ =


1 0 ≤ l < lsafe

1−
l

lmax
lsafe ≤ l < lmax

0 l ≥ lmax

(20)

where lmax is the maximal distance that a AUV is able to
travel, and lsafe is the safe traveling distance of the AUV
without considering running out of energy, which is always
set to the range {0.5lmax, 0.9lmax} [33].

D. INFORMATION EXCHANGE
To guarantee the effectiveness of the repair position calcu-
lation, routing void prediction and dynamic task selection,
we propose a reliable information interaction mechanism
with high energy efficiency. In this section, we firstly design
the packet structure. Then, we introduce the information
exchange among AUVs and nodes.

1) PACKET STRUCTURE
The structure of data packets in the network is depicted
in Fig. 8, which is to obtain the information for calculating the
repair position and predicting the routing voids. As shown in
Fig.8, in addition to the Type, Node ID and Next Forwarder,
we add History States in the DATA packet. History States is
the record of the node’s receiving state. Since all the nodes
can sense when the neighbor sends a data packet, the sending
states of neighbors can be overheard. Moreover, the listening
state can be inferred from the sending and receiving state.
Therefore, it is only necessary to record the time when the
node is in the receiving state between the two-packet sending
interval.

The packet structures of HELLO, REQUEST and AGREE
are designed to guarantee information exchange among
AUVs and nodes.

The AUVs broadcast the HELLO packet periodically and
locally to inform the nodes of their locations. As shown
in Fig.9(a), the HELLO packet contains Type, AUV ID, Node
ID and AUV Location. It is worth noting that the Node ID is
the ID of node who sends the HELLO packet. If the receiving
node decides to forward the HELLO packet, the Node ID is
saved as the next hop of the future REQUEST packet.

FIGURE 9. Packet structures of HELLO, REQUEST and ARGEE packet.

When the node’s routing void index is larger than 0,
the node queries the AUV and the corresponding next hop
in the record and sends a REQUEST packet. As shown
in Fig. 9(b), in addition to Type, AUV ID, Node ID and
Next Forwarder, we add Task Number, Task Importance
and Repairing Position. Similarly, the Node ID is the ID of
node who sends the REQUEST packet. The receiver node
records the Node ID as the next hop of the future AGREE
packet.

When the AUV receives the REQUEST packet, it will
select a task and send the AGREE packet to the node that
initiates the request. As shown in Fig.9(c), the AGREE packet
contains Type, AUV ID, Task number and Next Forwarder.

2) INFORMATION EXCHANGE AMONG AUVs AND NODES
Firstly, AUVs periodically broadcast their own location infor-
mation in the network through HELLO packets. The broad-
cast period is determined by communication range of the
ordinary nodes and the speed of the AUVs. Since the speed of
the AUV is slow when broadcasting and the communication
range is large underwater, the broadcast period is set to tens
of seconds to hundreds of seconds generally [10]. After the
node receives the HELLO packet, it records the information
of the AUV and the node ID that forwards the packet, and
then continues to forward the HELLO packet. If the node has
received a HELLO packet, when receiving a new one from
another AUV, the node will discard the new HELLO packet.
Therefore, all nodes store the information of the nearest
AUV and the path of the AUV broadcasting message after
a round of broadcast. Also, the AUV’s information cannot be
flooded to the whole network. In other words, the AUV only
broadcasts in a local area which contains the nodes closest
to itself. For example, as shown in Fig.10, when receiving
the information of AUV2 from n5, n4 discards the HELLO
packet because it has received the AUV1 ’s information from
n3 before. As a result, n1 ∼ n4 receive the information of
AUV1 and n5 ∼ n8 get the information of AUV2. Thus,
the information of AUVs are only flooded locally, which
reduces energy consumption as well as ensuring information
transmission. In addition, local flooding enables the node to
get the information of the nearest AUV, which reduces the
AUV moving distance when repairing the voids. If the node
does not receive the message from the previously recorded
AUV after the time period, then the information of AUV is
erased and a new HELLO packet is received to reallocate the
AUV’s responsible area.
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FIGURE 10. Information exchange among AUVs and nodes. We indicate
the AUV or node numbers generating the packet in brackets.

Secondly, the node sends a REQUEST packet with Task
Importance to the AUV in the record when its predicted
routing void index is larger than 0. The REQUEST packet
is forwarded following the routing that passes the HELLO
packet before. As shown in the Fig. 10, when n4 predicts that
the routing void index is larger than 0, it sends a REQUEST
packet to AUV1 through n3 in the record.
Lastly, when the AUV receives REQUEST packets,

it selects a task to perform according to the task impor-
tance and returns the AGREE packet along the former path.
As shown in the Fig. 10, AUV1 sends the AGREE packet
to n4 through n3 in the record. Meanwhile, the AUV stops
broadcasting and goes to the destination with the maximum
speed deploying the node to repair the voids.

If the node sending the REQUEST packet receives the
AGREE packet within timeout, the node recalculates its own
routing void index. If it is still larger than the 0, the node will
issue a new REQUEST packet when receiving the HELLO
packet of a new AUV. If the AGREE packet is not received,
the REQUEST packet is resent when receiving the informa-
tion of a new AUV.

E. OVERHEAD ANALYSIS
The overhead of the RVPR algorithm mainly comes from
the acoustic communications. For the periodic broadcast of
AUV, rather than broadcasting to all nodes in the network,
AUVs only forwards HELLO packet locally. As a result,
the number of flooded HELLO packet is independent of the
number of AUVs. In fact, the number of HELLO packet
sent is asymptotically O(n) where n is the number of nodes.
Also, the broadcast frequency is rather low compared with
the packet generation rate. Therefore, the traffic generated by
periodic local broadcast is little and acceptable and thereby
the collisions are few and the energy consumption is low.
In addition, the information exchange between the AUV and
the node before performing the task also consumes energy.
However, the REQUEST packet and AGREE packet are for-
warded along a path with a few hops, which consumes less
energy comparing with the daily packet forwarding. Simula-
tion results in the section V show that RVPR has high energy
efficiency, which also proves that there is little traffic, few
collisions and low energy consumption generated by RVPR.

V. SIMULATION
In this section, we evaluate the performance of the RVPR
algorithm. The simulation is carried out from two aspects.

TABLE 1. Simulation parameters.

Firstly, we perform the prediction accuracy and the task
selection to evaluate the proposed RVPR algorithm. Then,
we employ the RVPR algorithm with HHVBF, EAVARP and
QELAR to compare the packet delivery ratio (PDR), link
connection, end-to-end delay and energy efficiency.

A. SIMULATION SETTING
In our simulations, MATLAB is used as the simula-
tion tool and the acoustic communication model in the
section III. B is implemented. Varying number of nodes rang-
ing from 50 to 300 and 4 AUVs are evenly deployed in a
5000 m × 5000 m × 2500 m three-dimensional space. The
network has good connectivity initially. The sensor nodes are
identical in every feature, such as initial energy, energy con-
sumption, communication range and so on.We select a source
node at the bottom of the network and a surface sink for
analysis. The data packet generation follows the independent
Poisson distribution process and the rate is 0.1packets/s. The
simulation parameters are listed in Table 1.

B. PERFORMANCE EVALUATION
Fig.11 shows the real value of the routing void index of a
sample node and the difference between the real value and
the predicted one, which prove the accuracy of the routing
void prediction mechanism. The sample node is randomly
selected from 200 nodes in the network. As shown in the
Fig.11, the real value and the predicted value are very similar
in most time. In the worst case, the difference between the
two values is 1/8. Moreover, we can observe in Fig.11 that
the routing void index continues to increase during 1800s to
2500s, which indicates the void will expand once it is formed.
Thus, it is very necessary to propose the void repair algorithm
to stop the void from expanding.

Fig.12 and Fig.13 depict the effectiveness of the task
selecting rules and the PSO-algorithm-based calculation of
the void repair position. In Fig.12, we can see that there are
5 tasks t1 ∼ t5 and 4 AUVsAUV1 ∼ AUV4 in the network.
AUV1,AUV3 and AUV4 go to the repair positions where are
the nearest to them. One reason is that nodes record the
nearest AUVwhen the AUVs locally broadcast their position.
Other reason is that the AUVs tend to choose the nearer
task to reduce the impact on the daily work. Notice that,
AUV2 selects t2 to repair instead of t3. The reason is that
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FIGURE 11. Prediction accuracy of a single node.

FIGURE 12. Task selection of RVPR.

FIGURE 13. Convergence of the PSO algorithm.

our RVPR algorithm considers the node importance when
selecting tasks. t2 is sent by the node located in a shallower
position which is also more important. Thus, the AUV2 goes
to perform t2 although t2 and t3 are similar in the routing
void index and the AUV moving distance. Fig.13 shows the
convergence of the PSO algorithm for task t1 in the Fig.12.
The number of particles is set to 40 and the maximum number
of generations is 200 in this paper. We can see that the
value of the objective function drops rapidly first and then
decreases slowly as the increase of iterations. After about
60 generations, the value changes little which indicates the
PSO algorithm converges and the void repairing position is
calculated.

Next, we employ the RVPR algorithm with 3 differ-
ent kinds of routing protocols to evaluate the algorithm

FIGURE 14. Packet delivery ratio according to the number of nodes.

performance. Fig.14 shows the PDR of the routing protocols
with and without RVPR according to the number of nodes.
We can observe from Fig.14 that the PDR is significantly
increased after employing the RVPR algorithm. When the
node number is 100, the PDR of HHVBF, EAVAPR and
QELAR employing RVPR are increased by 29.4%,79% and
65% respectively. This is because the RVPR algorithm can
predict the occurrence of the routing void and ask the AUV
to repair it in time. Therefore, RVPR can greatly reduce the
packet loss due to routing voids. Moreover, it is observed
that the smaller the node number, the RVPR improves the
PDR of the routing protocols more significantly, which indi-
cates RVPR is very suitable for sparse-deployed underwa-
ter networks. In addition, the PDR continues to grow as
the number of nodes increases. This is because there are
more nodes can participate in routing, which slows down the
formation of routing voids. When the number of nodes is
the same, the PDR of QELAR is the highest while that of
HHVBF is the lowest. For example, the PDR of QELAR,
EAVARP and HHVBF employing RVPR are 77.2%, 69.2%
and 37.0% respectively when the node number is 100. This
is because QELAR can balance energy consumption and
delay the generation of routing voids. However, HHVBF is a
greedy- algorithm-based routing protocol and cannot avoid or
bypass routing voids. The ability of EAVARP to avoid routing
voids is between QELAR and HHVBF. Also, the PDR of the
routing protocols are very low when there are only 50 nodes
in the network because of the poor network connectivity. For
example, the PDR of HHVBF, EAVARP and QELAR are
7.2%, 10.0% and 16.6% respectively. Thus, in order to better
test the performance of RVPR, the case of 50 nodes will not
be discussed in the following simulations.

Based on the PDR performance of protocols shown in the
Fig.14, we simulate and analysis the link connection and end-
to-end delay when the node number is 200, because the PDR
is not too high or too low under this circumstance, which can
well reflect the general law of RVPR. The results are shown
in the Fig.15 and Fig.16.

Fig.15 shows the connection of the routing employing dif-
ferent protocols with and without RVPR, where 1 represents
connecting and 0 indicates the opposite. It is reasonable to
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FIGURE 15. Connection according to the time.

believe that short-term link disconnections are due to the
characteristics of the protocol and the bit error, and long-term
link disconnection and no recovery afterwards is because of
routing voids. We can see that for all the different routing
protocols, RVPR can repair void area and restore link connec-
tivity in time. For HHVBF and EAVARP, the effectiveness of
RVPR is reflected in the longer connection time. For example,
the link disconnects after 3131s in HHVBF without RVPR
while after 4268s employing RVPR. For QELAR, RVPR
reduces the link interruptions because the AUVs deploy new
nodes according to the acoustic communication and the con-
vergence of the new routing is quick and easy.

The scenario of Fig.16 is synchronized with Fig.15, which
shows the end-to-end delay of different protocols with and
without RVPR. In order to facilitate drawing and analysis,
we obtain the average end-to-end delay of all the received
packets every 500s. It is observed that the end-to-end delay
of each protocol employing RVPR is similar to that with-
out RVPR at the beginning. As time goes by, the end-to-
end delays perform better than the protocols without RVPR.
This is because the protocols try to find the shortest path
at first and nodes on this path will run out of energy first,
thus, the routing voids are more likely formed on the path,
and thereby RVPR is more likely to repair a link with the
shortest delay. Moreover, we observe that the end-to-end
delay of EAVARP is steady while that of QELAR is on the
rise and that of HHVBF is trended down before the link is
disconnected. The increase of end-to-end delay indicates the
node find a path with more hops. Combining the results in
the Fig.15, the link employing QELAR has just a few short
disconnects, we can conclude the longer path is to bypass
the routing voids. Actually, the end-to-end delay reflects the
ability of the protocol to bypass routing voids. QELAR and
EAVARP have the ability to bypass the routing voids and
HHVBF doesn’t. Thus, the link disconnects the earliest when
employing HHVBF.

In the next part, we evaluate the energy efficiency of
RVPR by energy tax. The energy tax is defined as average
energy consumption per packet that is successfully transmit-
ted. Assume EM is the total energy consumption of sending

FIGURE 16. End-to-end delay according to the time.

FIGURE 17. Energy tax according to the number of nodes.

M packets, and m is the number of packets successfully
transmitted to the sink. The energy tax is defined as:

Etax =
EM
m

(21)

From the Fig.17, we can see that the energy tax of each
protocol employing RVPR is similar to that without RVPR or
even smaller when the node number is small. This is because
we consider the energy efficiency when designing the RVPR
algorithm. The AUVs only broadcast locally and the infor-
mation interaction between nodes and AUVs is along the
path with the fewest hops. Although RVPR consumes a little
extra energy, the PDR is greatly improved due to the effective
void repairing. Thus, the energy tax performs well employing
RVPR. In addition, we can observe that the performance
of EAVARP is better than the other protocols. When the
number of nodes is 100, the average energy consumptions
are 28.46J/packet when employing RVPR and 33.56 J/packet
without RVPR. Also, it remains relatively stable with the
number of nodes increases. This is because the PDR increases
as the number of nodes increases. The energy tax of HHVBF
protocol is the highest because there are too many nodes
participating in forwarding packets, which wastes a lot of
energy.

VI. CONCLUSION
In this paper, a prediction and repairing of routing voids
algorithm over AUV-assisted UASNs is proposed, which pro-
vides an effective way to deal with routing voids because
of node exhaustion. In RVPR, the void prediction based
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on Markov chain model is proposed to ensure the AUV
can come to the repair task before the voids has already
formed. To maximize the connectivity of the void area and
minimize the AUV moving distance, the repair position is
calculated based on PSO algorithm. In order to choose the
most important and urgent repairing task, we design a task
selecting rule according to routing void index, node impor-
tance and AUV moving distance. Moreover, RVPR applies
an energy-efficient interaction mechanism between nodes
and AUVs, which guarantees reliable operation of the algo-
rithm. In the simulation, the RVPR algorithm is employed
with several different types of routing protocols (HHVBF,
QELAR, EAVARP). The simulation results show that RVPR
algorithm enables the routing protocols perform better in
terms of the PDR and link connection. Benefit by the pro-
posed RVPR algorithm, when there are 100 nodes deployed
in the network, the PDR of HHVBF, EAVAPR and QELAR
employing RVPR are increased by 29.4%,79% and 65%
respectively.
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