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ABSTRACT With the advancement of the Internet of Everything era and the popularity of mobile devices,
Location-based Social Networks (LBSN) have penetrated people’s lives. People can take advantage of
portable edge terminal devices and use the geographic information in LBSN to arrange or adjust their travel
plans. However, due to the explosive growth of current Internet applications and users, it has brought greater
pressure and operation and maintenance costs to cloud storage. It is a key research direction based on location
recommendation to accurately obtain the places of interest of users and push them to clients in such a large
amount of original data. In order to better process the data generated by edge devices, this paper firstly uses
the Rank-FBPR matrix decomposition framework based on social network to analyze the user’s personal
preference function on the edge server. Then interact with the geographic information stored in the Cloud to
cluster the POIs. And embeds the geographic information into the framework to get the candidate points of
interest. Finally, the scores of candidate points of interest are predicted using the personal preference function
and power law distribution, then a sorted list of points of interest is generated in descending order of scores,
and the list is recommended to the target user. This algorithm effectively integrates the time information and
geographic information of users’ check-in in the LBSN, and proposes a POIs recommendation algorithm that
comprehensively considers edge devices and Cloud. The experiments verify the effectiveness of framework
from both cold start and non-cold start. The experimental results on the Foursquare and the Yelp datasets
show that Rank-FBPR has higher recommendation accuracy and recall than other comparison models, and
can adapt to cold start problems.

INDEX TERMS LBSN, edge computing, personal preference.

I. INTRODUCTION

With the rapid development of Internet technology and the
continuous popularization of mobile communication devices,
Location-based Social Networks (LBSN) have penetrated
people’s lives. People can use the portable terminal to access
the Internet, and use the geographic information and social
attributes in LBSN to define the geographic location prefer-
ences of users to access points of interest. Users can arrange
or adjust work and travel plans in time to achieve the effect
of intelligent perception and convenient use of all kinds of
information. At the same time, the rapid arrival of the era
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of Cloud computing, big data and IoT has led to the explo-
sive growth trend of network edge devices (such as smart
phones, wearable smart devices, etc.) in the past decade, and
the increasing demand of mobile users for matching service
quality. In addition, the high computing power and accuracy
required for points-of-interest recommendation are increas-
ingly not guaranteed. In this case, the centralized processing
mode is unable to process the data generated by the edge
devices, so the edge calculation comes into being. The edge
in edge calculation refers to the calculation and storage of
network edge [1], which is opposite to the data center and
closer to the user in terms of network distance or geograph-
ical distance [2]. In the edge computing model, some or all
computing tasks from the original Cloud center are migrated
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to network edge devices. The edge computing model not only
has lower communication cost, but also can reduce data trans-
mission bandwidth to improve data transmission performance
and ensure real-time processing. Meanwhile, it can better
protect private data and reduce the risk of privacy leakage of
terminal sensitive data.

The improvement of edge computing capability makes
edge intelligence more and more common. The survey con-
ducted by Wang et al. [3] shows the importance and practi-
cability of the application of edge intelligence in life. Wang
et al. [4] put forward the concept of edge artificial intel-
ligence by combining deep learning technology and joint
learning with mobile edge system, which is very forward-
looking. Li ef al. [5] uses a multiple Deep Reinforcement
Learning (DRL) agents on the internet of things device to
guide the calculation transfer decision, and uses Federated
Learning (FL) to carry out distributed training on DRL agents
to further reduce the transmission cost between the internet of
things device and edge nodes.

In the research of Points-of-Interest(POI) recommenda-
tion, more and more researches are focused on POIs rec-
ommendation of LBSN service. Integrate edge computing in
LBSN location service to build a points-of-interest access
model for POIs recommendation is a measure to achieve
efficient points-of-interest guidance service, and also one of
the new directions of the development of POIs recommen-
dation system. In LBSN, users can check-in, release their
geographic location information, and share their experiences
and comments about the check-in of the points-of-interest.
Each website and platform providing location-based services
(such as Foursquare, Yelp, etc.) collects user check-in infor-
mation and analyzes it, and then provides location-based
POIs recommendation services for users [6]. In recent years,
most of the research results of POIs recommendation are
based on multi-source heterogeneous information and user’s
check-in data in LBSN to recommend points of interest
that meet the needs of users. For example, Ye et al. [7]
used the user’s personal preferences, social relationships,
and geographic influences to make points of interest rec-
ommendations, and used a power-law distribution to model
clustering in space. Zhang et al. [8] first used the Kernel
Density Estimation (KDE) method to simulate the user’s
access behaviors, and then made points of interest recom-
mendations. Koren et al. [9] decomposed the user’s points-
of-interest matrix into a user matrix and a points-of-interest
matrix, and used Matrix Factorization (MF) to model the
potential characteristics of each user and points-of-interest
and predict the user’s score on the POIs. Finally, a list of
points of interest is recommended to users based on the rating.
Lian et al. [10] introduced the Weighted Matrix Factoriza-
tion (WMF) method as a basic framework to assign high
weight to activities with high user participation in order to
adapt to user behaviors. Finally, a method of integrating geo-
graphic factors, which is called factor augmentation model
was proposed.
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Although existing POIs recommendation algorithms can
recommend a set of places with high similarity to users on
the premise of considering the user’s interest preferences,
these recommendation results have good accuracy, but most
methods only use a single contextual information to build
model, ignoring the diversity of recommendation results,
while facing the problem of sparse data, making it difficult to
recommend a personalized set of points of interest to target
users based on their real-time geographic location. In the
past, the recommended system or model was to trigger the
Cloud server through the client, and then the server would
respond to the user’s request. Such a mode will lead to the
delay in the real-time perception of user behaviors, resulting
in the butterfly effect, which makes the Cloud server unable
to timely adjust the recommendation results to perceive the
changes in user preferences, and problems such as a decrease
in user dependence on the client. Based on this, combining the
characteristics of edge computing, this paper proposes a novel
POIs recommendation algorithm by embedding geographic
information on the basis of Bayesian Personalized Rank-
ing(BPR) method that integrates social information. Based
on the framework of hybrid Cloud and edge computing,
the algorithm aims to extend Cloud functions to edge servers
with computing power to obtain lower processing delay and
real-time feedback. Firstly, the computing task of terminal
data is completed on the edge server, and the user’s personal
preference is inferred by using the Bayesian ranking method
and integrating into the user’s social relations. Then, the infor-
mation of urban areas is processed in the Cloud, and the edge
server clustering points-of-interest according to geographic
information. Finally the algorithm is generated. This paper
has three main contributions as follows:

(1) We propose a BPR learning model based on social
information on edge servers. The POIs recommendation
is regarded as a ranking problem, and the user’s personal
preference and social relationship are used to evaluate the
points-of-interest.

(2) We integrate the geographical information of users into
the BPR framework of social relations(FBPR), process the
information of urban areas in the Cloud, and combine the
framework with the information of points-of-interest clusters
after clustering to form the recommendation list of POIs with
both individuation and diversity.

(3) We conduct a large number of experiments on
Foursquare and Yelp. The validity and superiority of the
proposed method are verified by comparing the accuracy
and recall of the experimental results of this algorithm with
existing algorithms.

Il. RELATED WORK

Different from the traditional recommendation method,
the POIs recommendation needs to consider the influence of
various factors such as social information, time information
and spatial information, which makes the points-of-interest
recommendation more complicated. The algorithm proposed
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in this paper mainly involves two aspects of points-of-interest
clustering and POIs recommendation. The research status of
these two aspects is introduced below.

A. CLUSTERING OF THE POINTS-OF-INTEREST

Clustering is a common method of data mining, data repre-
sentation and data visualization. Classical clustering methods
include partition-based clustering, density-based clustering
and grid-based clustering. The typical clustering methods
are K-Means clustering and K-MEDOIDS clustering. As a
heuristic algorithm based on distance, these two algorithms
avoid the disadvantage of exhausting all the partitions based
on clustering, but they are not suitable for large-scale POIs
clustering. DBSCAN is the most widely used algorithm based
on density. The guiding principle of this method is to cluster
according to the density of the points of the region. It over-
comes the shortcoming that only regular shape clustering can
be found based on distance algorithm, but only regions with
large density in geographical space can be found, which is
inconsistent with the clustering demand results of the points
of interest. Grid-based clustering first divides the data space
into a finite number of grid structures, and then uses a single
grid as the object for processing. This kind of algorithm
has high processing speed, but it needs a lot of resources to
divide the grid, and its real-time performance is poor. As a
new developing clustering method, spectral clustering is more
efficient than the traditional K-Means algorithm, with more
uniform clustering effect and less computation.

Zhong et al. [11] proposed a new method of geo-spatial
data clustering called Multi-Reference Clustering (MRC).
This method adds the concept of reference points to K-Means
clustering to transform geo-spatial data. Data points are
grouped into K clusters, and the local search approximation
algorithm greatly reduces the time complexity of MRC, but
because this method is more complicated, it is not suitable for
clustering of POIs recommendations. Shi ef al. [12] defined
a new clustering method DCPGS (Density-based Clustering
Places in Geo-Social Networks, DCPGS) on the Geo-Social
Network (GeoSN) model. Based on the consideration of the
spatial distance and social distance between regions, the clus-
tering results are more comprehensive and more effective.
However, there are two side effects at the same time: two
users who have no social connection at all but are very close
in geographical location may be clustered, or two users who
are close in social distance but are geographically far away
may be clustered.

B. RECOMMENDATION OF THE POINTS-OF-INTEREST

The POIs recommendation system is essentially to solve
the problem of information overload and long tail effect.
By mining the attributes and behaviors of users, the points of
interest is accurately and efficiently recommended to target
users who are interested in it. According to the research
needs of this paper, the POIs recommendation systems are
roughly divided into three categories: contextual information
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recommendation, implicit feedback recommendation, and
embedded recommendation.

In the LBSN, the contextual information includes social
information, geographic location information, and time infor-
mation, etc. It is found that users are more inclined to visit
places suggested by friends and the points of interest close
to their own location. Ye et al. [7] integrated geographical
influence, user preference and social influence into collab-
orative filtering recommendation, and designed a check-in
probability prediction model for a given user’s access to
points of interest. Experimental results show that this pre-
diction model is superior to traditional collaborative filtering
recommendation methods. The random walk is not suitable
for POIs recommendation due to some obviously different
interest preferences among friends. Qian et al. [13] inte-
grated temporal and geographic information, and proposed a
Translation-based, Time and Location aware (TransTL) rep-
resentation method that can successfully respond to real-time
POIs recommendations, and can solve the problem of data
sparsity.

Location selection is crucial in geo-social network,
Zhong et al. [14] proposed the problem of sample location
selection to maximize the influence of distance perception
in the geo-social network. Transforming the query location
from the whole two-dimensional space to a particular query
area can simplify the query problem and improve the tight-
ness of the target distance constraint. Li et al. [15] put for-
ward the problem of maximum geographic spanning regions
over location-aware social networks and found that social
influence may improve the accuracy of location selection or
recommendation. Haldar ez al. [16] compared eight represen-
tative prediction models and tested them on four real-world
large-scale datasets using five metrics. The location predic-
tion framework they proposed can comprehensively evaluate
the location prediction model. Analysis shows that the effec-
tiveness of user location prediction depends on the richness
of its neighbor information.

The core data required for points-of-interest recommenda-
tion is users’ feedback information, which has two forms of
explicit feedback and implicit feedback. If the recommen-
dation is only based on the user’s explicit feedback infor-
mation such as ratings, the recommendation result may be
too singular. Combining the recommendation with implicit
feedback such as evaluation, browsing and collection can sig-
nificantly improve the diversity of recommendation results.
At present, most of the implicit feedback-oriented rec-
ommendation systems are modeled on matrix decomposi-
tion algorithms using weighting or sorting. Lian et al. [10]
extended the matrix decomposition algorithm based on
weighting, using active region vector and influence region
vector to increase the potential feature factors of users and
points of interest, the proposed Geography Matrix Factoriza-
tion(GEOMF) model to combine geographic information and
matrix decomposition, which improved the performance of
recommendation. Rendle et al. [17] proposed a commonly
used personalized ranking framework, which used BPR to
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FIGURE 1. The architecture of Rank-FBPR algorithm.

analyze the maximum posterior estimator, so as to directly
optimize the loss error of ranking. The prediction quality of
the personalized ranking framework is not only determined
by the model, but also affected by the optimization criteria.

With the development of distributed technology to the
recommendation field, some researches show that using
distributed embedded model can obtain more satisfactory
recommendation results. Translation-based Recommenda-
tion (TranRec) constructed by He et al. [18] is a model based
on graph embedding technology, which embeds items into
a "transition space". Users are represented as relationship
vectors on the sequence of points of interest to predict users’
personalized sequential behavior. TranRec mainly focuses on
the sequence effect between points of interest. If the position
between POlIs is too far or the last check-in time of users is
too long, it is not meaningful to use this continuity effect.
Guo et al. [19] first preprocessed the embedded model based
on neural network to mine the deep information in social
network and evaluation, and then embedded the pre-trained
network into the weighted matrix decomposition method,
linearly integrated the extracted factors and potential factors,
and formed the collaborative filtering model which was con-
sidered more suitable for social recommendation.

C. OVERALL

The problem is divided into three steps in order to clearly
describe the algorithm proposed, and the architecture of
Rank-FBPR algorithm is shown in Figure 1.

Firstly, build a BPR framework based on social relationship
on the edge servers. A Bayesian ranking learning model based
on social relationships is used to extract user personal pref-
erences based on the user’s geographical location and social
information, evaluate the matching degree of the target users’
personal preferences and points of interest, and calculate and
generate a BPR framework based on social relations.

Secondly, urban area information is processed in the Cloud,
the Cloud interacts with the edge servers, which cluster POIs
according to geographic information. The city blocks are
divided into geographic units, and the Gaussian Mixture
Model (GMM) is used to represent the distribution of points
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of interest. Chinese Restaurant Process(CRP) is used to clus-
ter points of interest. Since the number of clusters generated
by topic clustering captured by GMM may be different, it is
important to find the appropriate number of clusters for each
topic at this stage. To achieve this goal, CRP is used to gener-
ate clusters. Different from other clustering algorithms, CRP
clustering does not need to specify the number of clusters in
advance, but is automatically determined during the analysis
process, and the inference algorithm is simple and easy to
implement.

Finally, the personalized ranking list of points of interest
is generated. Considering the personal preference and geo-
graphical location of the target user, the personal preference
function and power-law distribution are used to predict the
scores of candidate points, and the ranking list of points of
interest is generated according to the descending order of
scores.

Ill. BPR FRAMEWORK BASED ON SOCIAL RELATIONS
This section mainly introduces the BPR framework based on
social relationships built on edge devices. The framework
integrates user personal preferences and social relations by
using the information of POISs location and user’s social rela-
tions, and embeds Bayesian ranking into matrix decomposi-
tion to obtain a matrix decomposition framework that relaxes
the BPR standard.

BPR is the target criterion based on pairwise ranking in the
POIs recommendation method. Compared with traditional
matrix decomposition, embedded BPR model is easier to
mine the implicit feedback information of users, and matrix
decomposition needs to calculate the global score and then
optimize it. BPR model is optimized for the individual prefer-
ences of each user, reducing the calculation process of global
score. In this paper, BPR is used to refine the user’s personal
preferences and distinguish between the negative samples
(users have no interest in such points of interest) and the
missing values (users do not find such points of interest).
Bayesian model assumes that: (a) each user’s preference
behavior is independent of each other; (b) the partial order of
the same user to different items is independent of each other.
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In this paper, hypothesis (b) is relaxed, and it is considered
that missing values are as important as positive samples, and
user preferences are affected by users with social relations.

A. IMPACT OF SOCIAL RELATIONS

Cho et al. [20] found that about 38% of users didn’t check-in
by their friends; nearly 90% of users and their friends had
less than 20% coincidence check-in rate. In this dataset,
the overlap of two users with social relations is not obvious.
Although the impact of social relations on users’ attendance
is limited, but not easy to be ignored.

B. CONSTRUCTION OF FBPR FRAMEWORK

The social relation is integrated into the matrix decomposition
algorithm based on BPR to obtain the Friendship Bayesian
Personalized Ranking(FBPR) framework.

BPR matrix decomposition model is based on the interest
point set S to construct a training data set D,. For user u,
if there is a check-in behavior at the point of interest 7, but no
behavior at j, denoted as(i, jeS). It is expressed by preference
pair (i, i, j) ori >, j. AnI xI preference matrix is constructed
for each user, and all user preference pairs constitute the
training data set Dy : U x I x I, which is:

Dy =(u,i,plueU,i,jes) (1)

where U is the user set. BPR is based on the maximum
posterior estimation method P(W, H| >,) to solve the model
parameters W and H, and find the correct personalized rank-
ing description for all points of interest ie/. Because the
model assumes that the behaviors of all users are independent
of each other, there are:

P(O] >,) o< P(>, |©)P(O) @)

where © is the parameter vector of the model.
The likelihood function of the user’s partial order relations
on the points of interest can be expressed as:

FBPR= ]  POui>ru)x 1= P(ui > ru)

uel iel,l kel*

<[] Pu>=ry)x1=Peu = ry) 3)
jelir kelt

where (u, i, k) indicates that the user’s preference for positive
feedback is greater than the social relation feedback, (u, k, j)
indicates that the user’s preference for social relationship
feedback is greater than the negative feedback, 7, indicates
that the user u has positive feedback to points of interest,
I¥ indicates points of interest that user u has not found, and
I, indicates that user u has negative feedback to points of
interest. Since the partial order relation satisfies completeness
and antisymmetry, (3) can be simplified as:

FBPR = Z

ueU‘iel,fr,kel;{

P(rui > ruk)

+ Y Pury) 4

Jeb kel t
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In order to facilitate the optimization calculation, accord-
ing to BPR, a sigmod function o(x) = (1+elTx>) is used
to approximate the probability P (-) to obtain the maximum
logarithmic posterior probability:

Yui — Tuk
+) ) I (ru — 1) — RO)  (5)

kel * jely

Add the regularization term:

R(©) =Y > [ |U* + e IVi* + By 1B:171  (6)

uelU teS

In order to prevent overfitting during the learning pro-
cess. Model parameter set © = {UueR1Xd, VieR'*4, bieR},
the sampling term S = {i,j, k}, U, is a potential feature
vector describing user u, V; is a potential feature vector
describing the point of interest i; b; is the bias of the point
of interest i; f,x refers to the number of friends whose user
u has not selected the point of interest k, but his friends
choose k, and use the objective function ﬁ to weigh the
preference distance between user u’s positive feedback and
social feedback, the larger f, is, the smaller the distance is
between positive feedback and social feedback, indicating
that friends of user u is interested in the point of interest k.
Using matrix decomposition to model personal preference

functions:

rui = UuVi + b
ruk = Uy Vi + by (N
rj = UuVj +b;

IV. GEOGRAPHICAL DIVISION OF POINTS OF INTEREST
The advantage of coarse-grained division of a city according
to administrative regions is that points of interest of each
region can be trained in parallel to accelerate the clustering
process. The geographic location of a city does not change
too quickly, so storing the location of POIs in the Cloud can
improve the servers availability.

This section first uses GMM to represent the distribution
of points of interest, and then uses CRP to generate points of
interest clusters.

Advanced hybrid model is an extension of the single Gaus-
sian density function. GMM can approximate a density dis-
tribution of any shape. It can be applied to points-of-interest
clustering to obtain good results. The point of interest i is
defined as the multinomial distribution in cluster ¢, i.e., A; =
{Ai.c : c€Ci}, where A;, represents the probability of point
of interest i in cluster c. In each cluster, the position distri-
bution is captured by a mixed Gaussian distribution, i.e., [ ~
N (/,LC, AC_I). According to the generality of GMM, the POIs
set is divided into K clusters, i.e.,

K
pe) =Y mN; uror) ®)
k=1
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where K is the number of Gaussian functions, and the CRP
method is used to determine the number of K. The process
of CRP is random. When a' customer enters the restaurant,
he or she can choose to sit at a table that is occupied, or a table
without people. For customer y, the probability of choosing
is

P =(zy =mlz—y, )

-y
L, Sit at the m™ table that is occupied
x { N+ g- 1
m, Sit at anew table

€))

where n,,” is the number of people sitting at the m™ table
except the a’” customer.

For the probability distribution P of customer a choosing
a table, Sampling is conducted from the joint distribution
according to Gibbs Sampling. The Sampling algorithm is
shown in Algorithm 1. The sampling process first initializes
the location of the POIs, and then iterates. Each iteration
needs to calculate the conditional probability P(z;|-, ). After
the algorithm converges, a sample of the probability distribu-

tion (e, 20 = (&, ..., 29)...., 2)) is obtained.

Algorithm 1 Gibbs Sampling
Require: N = number of customer,
T=number of iteration,
o = Dirichlet concentration,

b=burn-in.
Ensure: The last sample
1: Initialization: time t=0,z; : i =1, ..., n.
2: Start with one joint sample,e.g.(z(lo) =1.. .z%?) =1
3: fort=1,...,T4+b do
4 for n=1,..., do
5: z? ~ Pzl 0, 40 ,zg]_l), o)
6 zzt) ~ P(zzlzlt), Zg_l), el zg_l), a)
7 ce.
8 zft) ~ P(z,-lz(f), z,(?l ngr_ll), e a)
9: ...
10: zl(\? ~ P(ZN|Z({), z(zt), . zg;)_l, o)

11:  end for;
12: Generated a sample: 2/ = (21", ..., ")

13: end for;
14: Return the last sample after discard burn-in:
(Z(l+b)), e Z(T+b))

V. SELECTION AND RANKING OF POIs

In order to ensure the quality of the points-of-interest rank-
ing list, in this section, two factors that affect the user’s
selection of points of interest are considered in the selection
of the points of interest and sorting. The first factor is the
user’s preference for POIs, which is the personal preference
function proposed in Section 3. The second factor is the
geographical location of the user, who is more willing to
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FIGURE 2. Distance distribution between two check-in points.

access the points of interest that are closer to him or the set
of points-of-interest centered on the geographic location of
a certain point of interest. Based on the clustering results
in Section 4, this section uses the personal preference func-
tions to select several interest points from each interest point
cluster that meet the user’s personalized needs and personal
preferences. Then, uses power-law distribution to predict the
score of each candidate interest point, and the score is sorted
to form the final recommendation list of POIs, afterwards,
the recommendation list is fed back to the target user.

The distance is calculated between two adjacent points
of interest that each user checked in in one day in the two
datasets used, summarize the results of all users, and plot
the number of check-ins as a function of distance as shown
in Figure 2. A larger probability value indicates that the user is
more willing to check in the points of interest at this distance.
It can be seen from Figure 2 that the probability value dis-
tribution follows a power-law distribution [21], which shows
that as the distance between two points of interest increases,
the probability of users accessing decreases.

The pseudo-code of the algorithm for selecting points of
interest and sorting is shown in Algorithm 2.

In order to incorporate geographic influence into POIs rec-
ommendations, a power-law distribution is used to simulate
where users check-in to points of interest.

p(dis) = Cdis* (10)

Among them, p(dis) represents the probability that a user
visits points of interest that are kilometers away from his
dis, C and k are parameters of a power law function respec-
tively. Using Maximum Likelihood Estimation to estimate the
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Algorithm 2 Selection and Ranking of POIs

Require: Personal preference function ry;, Fuk, ryj,
Probability  distribution ~ sample  z® =
(z(lt), s zg])), ey zg,),

Geographical location of users /;.
Ensure: [listy;s

1: Initialization: Ranking list of points of interest [isty;s.

2: foru=1,....n do

3:  Using Equation(12) to calculate the probability of
users check-in the POIs

4:  Using Equation(13) to calculate the score of the can-
didate of POIs

:  Using Equation(14) to calculate the final ranking score
6: end for;
7: Return listyys.

parameters of p(dis), so we get:
In(p(dis)) = In(C) + kin(dis) (11)

Assume that the geographic location of the user is /;, the loca-
tion of the POI is s;, the distance between the two locations
is dis(l;, s;), and sy is any other points of interest except s;.
According to the power-law distribution, the probability of
accessing s; is inversely proportional to dis(l;, s;). The calcu-
lation method of conditional probability is as follows:

dis(l,-, Sj)
HskeS,sk £s; dis(l;, s)

p(silly) (12)

Given user u and his historical check-in POIs set Sh,
the Priori probability P(I) of all users signing in the dataset.
According to the Bayesian formula calculate the ranking
score of each candidate POI, and then recommend the
top-ranked POIs to the user. The score is calculated as
follows:

M) = P(U|Sy) o POPSHID = PO [ [ Pa'iy - (13)
leSy,

Next, the FBPR framework and geographic information are
combined to generate a recommendation list. The final POIs
ranking score is calculated as Equation (14).

Score = Sr, x S?fl

Sry = —p?kj
max(pl’»‘kj)
P
S = ——ul (14)

ul max(ffl)

where Sr, and S f"flare personal preference and geographic
location probability scores respectively, p;‘kjrepresents the
probability of user’s personal preference, and max(p;‘kj) rep-
resents the highest probability of user’s personal preference.
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TABLE 1. Statistical information of experimental datasets.

Dataset Foursquare  Yelp
number of users 25379 30887
number of POIs 32623 18995
number of check-in records 1395856 860888
number of social-relations 118717 42163

VI. EXPERIMENTS

A. DATASETS

In our experiments, we utilize two popular social networks
Foursquare and Yelp to evaluate our proposed method. The
two datasets have different scales such as geographic ranges,
the number of users, POIs, and check-ins. The Foursquare
dataset is a service website based on geographic information
and the Yelp dataset is one of the most influential review web-
sites in the United States. Hence they are good for examining
the performance of algorithms on various data types. Their
statistics are listed in Table 1.

B. EVALUATION METHODS AND METRICS

To evaluate the performance of the algorithm, the experimen-
tal evaluation method uses two metrics Precision and Recall
which widely used in Top-N recommendations, the calcula-
tion method is as follows:

Wl r R
. 1 QLT LR
Precision(@k) = — — (15)
1 YL A LR
Recall(@k) = — — (16)
Ul &L

where, Precision(@*k) represents the accuracy rate of recom-
mending Top-K points of interest to the target user, represents
the recall rate of recommending Top-K POIs to the target
user. |U| represents the number of all users, LMT represents
the set of POIs recommended to users in the training set, and
LLIf represents the set of POIs that user U has checked in the
test set. In the experiment, k = {5, 10, 15, 20} was selected
to calculate the accuracy and recall respectively.

C. COMPARISON MODELS AND PARAMETER SETTINGS

1) COMPARISON MODELS

In order to evaluate the recommendation performance of
this algorithm, several classical models based on geographic
location for points of interest recommendation are selected
for comparative experiments.

(1) GeoMF [10]:Based on the weighted matrix decomposi-
tion model, the potential factors of users and points of interest
are augmented to obtain an augmented model. At the same
time, two-dimensional Kernel density estimation is used to
cluster the spatial points of interest.

(2) MGM [13]:Geographic influences is captured by the
multi-center Gaussian Model (MGM), and then geographic
information and social influences are fused into matrix
decomposition to recommend points of interest.
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(3) BPRMF [17]: For implicit feedback, the user’s interest
preferences are learned from the user’s paired item prefer-
ences, and a personalized ranking list of points of interest
is recommended to the user based on matrix decomposition
without using any contextual information.

(4) Rank-FBPR: The recommendation model proposed
in this paper. First, integrates social relationships and BPR
algorithms to build a FBPR framework of POlIs, then uses
CRP clustering method to obtain candidate POIs, and finally
combines the personal preference and geographical location
to recommend a Top-K POIs ranking list for users.

2) PARAMETER SETTINGS

The sparseness of user check-in of POIs has a great influ-
ence on the effectiveness and efficiency of the recommended
model, which can be alleviated by adjusting the regulariza-
tion coefficient in the model. This section will examine the
effects of regularization coefficients and points-of-interest
dimensions to ensure that each comparison model is com-
pared with Rank-FBPR under optimal conditions. Figure 3
and Figure 4 show the effects of regularization coefficient and
point of interest dimension on recommendation performance,
respectively. It can be observed from Figure 3(a) and 3(b)
that the accuracy of GeoMF, MGM and Rank-FBPR recom-
mended results decreases with the increase of regularization
coefficient. When the coefficient is 0.01, the accuracy of
all recommended models is optimal. Since BPRMF has no
regularization term, the coefficient has little effect on it;
meanwhile, the recall increases as the coefficient increases.
Figure 3(c) and 3(d) show that the accuracy and recall of the
recommended model raise with the increase of the dimen-
sion of POIs. When the POIs dimension increases to 50,
the increase of all models starts to slow down, which means
that when the dimension is large enough, there will be enough
information to characterize social and location relationships.
Next observe the results on the Yelp dataset. As shown
in Figure 4(a) and 4(b), similarly, the accuracy and recall
decreased with the increases of regularization coefficient.
Figure 4(c) and 4(d) show that the accuracy of all models
starts to decrease when the points-of-interest dimension rises
to 50. The reason may be that Yelp, as the largest review
site in the United States, contains more points of interest and
user information. The more sparse, the more difficult it is to
model.

According to the different performance of the four models
in the two datasets, it can be known that the recommended
effect is best when GeoMF considers all negative feedback
and sets the regularization coefficient y to 0.01. At the same
time, the POIs dimensions and the number of users in the
MGM are also set to 10. For fair comparison, the coefficients
in Equation(6) in this paper are set to users U = 10, POIs
dimensions V = 10, and regularization coefficient b = 0.01.

D. EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the effectiveness of embedding geographic
information in the FBPR framework, four recommended
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FIGURE 3. Influence of regularization coefficients and POIs dimensions
on Foursquare.

models are evaluated under cold start and non-cold start
conditions. In the case of non-cold start, randomly select 80%
of the data as the training set and 20% as the test set. In the
case of cold start, select the same test set as in the case of
non-cold start for testing, and randomly select 10%-80% data
is used as the training set.

1) EXPERIMENTAL RESULTS OF NON-COLD

START CONDITIONS

In Figure 5 and Figure 6, k indicates that users recommend
k POIs. As can be seen from the figure, the Rank-FBPR
model proposed in this paper has improved the precision
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FIGURE 4. Influence of regularization coefficients and POIs dimensions
on Yelp.

and recall performance indicators in general compared to
GeoMF, MGM and BPRMF. Considering the influence of
geographical location, the overall recommendation perfor-
mance of MGM was less different from that of BPRMEF,
but the performance of MGM was unstable when the points
of interest were different. BPRMF does not consider geo-
graphic information and social information, resulting in
poor performance. GEOMF integrates geographic informa-
tion into the weighted matrix factorization and performs
cluster modeling on geographic space, which improves the
overall recommendation performance compared to MGM and
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FIGURE 5. The results of model comparison in non-cold start on
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FIGURE 6. The results of model comparison in non-cold start on Yelp.

BPRMEF. The Rank-FBPR proposed in this paper integrates
both geographic information and social information. Com-
pared with the other three algorithms, respectively, increased
the accuracy rates by 30.9%, 30.2% and 10.9%, and increased
the recall rates by 16.3%, 13.2% and 4.9% on Foursquare
dataset (k=10), increased the accuracy rates by 8.7%, 7.2%
and 1.2%, and increased the recall rates by 8.2%, 9% and
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FIGURE 8. The results of model comparison in cold start on Yelp.

3.3% on the Yelp dataset (k=10). The results indicates
that embedding geographic information and social informa-
tion into the recommendation framework can significantly
improve the accuracy and recall of recommendations at points
of interest.

From Figure 5 and Figure 6, it can also be observed that the
accuracy and recall of all POIs recommendation methods are
low. The reason may be that the user check-in data is sparse in
LBSN. In addition, compared with traditional movie recom-
mendation or news recommendation, the users’ check-in data
cannot fully reflect their check-in POIs. For example, a user
may make a check-in when passing a point of interest, which
is not the POI that the user really prefers.

2) EXPERIMENTAL RESULTS OF COLD START CONDITIONS

According to the analysis of the experimental results in
Figure 7 and Figure 8, it can be known that the recommended
method Rank-FBPR can deal with cold start situations. If the
target user has a cold start problem, Rank-FBPR can use
social information(i.e., ryx = U, Vi +Dby ) to make predictions
for users, and also be able to use geographic information to
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mitigate cold start problems. The GEOMF model can use the
user-interest point matrix to make predictions, and also takes
into account geographical factors, which can also alleviate
the cold start problem, but it does not incorporate social
information, so it is not as good as the Rank-FBPR model in
improving the quality of recommendations. BPR does not use
any contextual information to cause poor recommendation
results, but because it has advantages in mining user implicit
feedback information, it has a small difference from GEOMF
in general. MGM integrates the user check-in behavior into
the Gaussian distribution model to predict the user check-in
probability, which can enhance the accuracy of the recom-
mendation. Considering the user’s location information but
not clustering the points of interest, the recommendation
result is the worst compared to the other three models.

VIl. CONCLUSION AND FUTURE WORK

In this work, we proposes an algorithm of Rank-FBPR frame-
work for hybrid Cloud and edge computing innovatively,
which provides real-time user awareness on the edge servers
and interact with geographic information on the Cloud.
Firstly, the algorithm integrates the user’s social relation-
ship into the BPR ranking criteria to obtain the user’s per-
sonal preference function, divides the points-of-interest in the
Cloud. Then, the points of interest are clustered based on the
CRP process. After that, according to personal preferences
and clustering results, combined with the user’s geographical
location, several candidate POIs that meet the user’s per-
sonalized needs are selected, the candidate POIs scores are
predicted and the scores is sorted in descending order to get
the recommended list of interest points. Finally, the formed
recommendation list is fed back to the target user. Experi-
ments on real data sets show that the hybrid recommendation
method adopted have great advantages in both the recom-
mendation results and the performance of the framework,
which reflects the high efficiency of the edge computing
environment. And the method has more diversified POls,
higher accuracy and recall rate, and can alleviate the problem
of data sparsity and better meet the personalized needs of
users.

In future, we considers incorporating more contextual
information into the framework for learning analysis, such
as time effects, the diversity of users at the same points-
of-interest and the consumption level of POIs. On the other
hand, it is also necessary to provide continuous recommen-
dation of POIs based on the correlation between points-of-
interest, to improve accurate references for users, and to
facilitate users’ access to POIs. Furthermore, we hope to use a
more hierarchical mechanism to further improve the recom-
mendation performance and study a simpler, more scalable
hybrid network structure.
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