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ABSTRACT Service composition provides an effective means to fulfill users’ personalized requirements
and complex business applications. With the number of web services rapidly growing, finding the best
combination among services based on quality of service (QoS) poses a critical computational challenge
due to the exponential growth of alternative composite services. Some efforts are developed to find the
near-optimal service combination within an acceptable time range. They fall into two categories of solutions:
exploring partial combinations in the service space and downsizing the optimization problem in scale.
Although they solve the scalability problem to some extent, the required computational time is usually high.
A promising direction is to integrate these two categories of solutions. However, its practical application
suffers from three challenges: no good search scheme, no consideration of the natural organization of
sub-problems, and the lack of diverse combinations. In this work, we propose a novel approach, called
multi-clusters adaptive brain storm optimization (MCaBSO) algorithm. The proposed method uses brain
storm optimization (BSO) as the search scheme to combine the division of search space with the exploration
of the reduced search space. MCaBSO uses the twin support vector machine (TWSVM) to effectively
divide the search space according to the natural organization of sub-problems. MCaBSO provides an
adaptive dual strategy that gives guidance for the generation of diverse combinations. MCaBSO enables
the agile exploration of the reduced search space and generates more high-quality combinations.
MCaBSO is evaluated on two datasets to show effectiveness and efficiency.

INDEX TERMS QoS-aware service composition, brain storm optimization, twin support vector machine,
adaptive dual strategy.

I. INTRODUCTION
Service composition has been used as an affordable and
flexible means to integrate multiple existing services for
on-demand software systems. These software systems gather
services to form service-oriented systems, which provide
agile development methodologies for many enterprises and
flexible operations for users, respectively. QoS, such as price
and reliability, can quantify the non-functional quality of
services in many ways. It is typically used as an essen-
tial measure in service composition to select and compose
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web services. The goal of QoS-aware service composition is
to find the best combination of web services.

The QoS-aware service composition optimization problem
becomes especially important as the number of alternative
composite services increases. As illustrated in Fig.1, there
exists a business process with 5 tasks, and for each task there
are 4 alternative web services with similar functionality but
different QoS values. Then the number of alternative compos-
ite services will be 45. If the number of tasks or the number of
alternative web services for each task increases, the number
of alternative composite services grows exponentially. The
exponential computation time for finding the best one from
all the composite services is tractable only if the number of
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FIGURE 1. Process of the business example.

alternative composite services is small [1]. However,
many enterprises and open infrastructures have adopted
service-oriented architecture by decomposing their business
applications into many smaller services [2]. For example,
Netflix decomposes the online video rental application
into services, which are hosted in a cloud provided by
Amazon EC2. There are dozens of instance types for alterna-
tive services, such as m5.large [3]. The exponential response
time will quickly become prohibitive to meet complex
requirements.

To address this scalability problem, it is preferable to find
a near-optimal combination at an acceptable cost. Existing
solutions fall into two categories. The first category relies
on the exploration of a subset of combinations in the ser-
vice space [1], [4]–[8]. They prune the candidate services
based on the QoS comparison between one service and other
functionally-equivalent services, or guide the exploration
towards the optimum. The second category transforms the
optimization problem into several sub-problems [9]–[11].
Although these approaches solve the scalability problem to
some extent, the required computational time is usually high.

In this paper, we aim to combine the key ideas from the
existing two categories of approaches to find an optimal or
near-optimal combination in the shortest time. In particular,
we will tackle the following challenges. First, there is no
good search scheme to combine these categories of solutions.
A poor scheme can not take advantage of different cate-
gories of solutions, even affect their effectiveness. Second,
the division of the optimization problem does not consider the
natural organization of sub-problems, which might lead to the
overlapping and missing of the search space. The overlapping
of the search space would increase the response time for a
request, while the missing of the search space would reduce
the optimization effect. Third, maintaining diverse composite
services is still needed to provide high-quality combinations.
The various combinations are important for service composi-
tion, which can effectively avoid local optimization.

For the first problem, we use the evolution process of
BSO as the search scheme. BSO [12] is a new intelligent
optimizationmethod based on principles of the brainstorming
process. It uses the clustering strategy to transform the opti-
mization problem into multiple local ones, and applies evolu-
tionary operators with a disturbance to explore combinations.

The intertwined process of convergence and divergence
makes BSO suitable for the cooperation of the problem reduc-
tion and the exploration of the search space. For the sec-
ond problem, we use TWSVM to partition the optimization
problem into several local ones. TWSVM [13], [14] con-
structs nonparallel planes, around which the combinations
of the corresponding class are clustered. TWSVM simplifies
the classification problem and well organizes the individual
clusters. For the third problem, an adaptive dual strategy is
employed to generate more high-quality combinations. The
intra-cluster operator generates new combinations by exploit-
ing the QoS value of combinations and the closeness of the
combinations with the cluster, while the inter-cluster operator
makes new combinations by exploring the search space. The
adaptive dual strategy adopts dynamic parameters to adjust
the usages of these two operators in different stages. It can
explore farther areas in the search space and exploit more
optimal information.

In this paper, we name our method, multi-clusters adaptive
brain storm optimization (MCaBSO) algorithm. It is a novel
hybrid approach based on BSO, TWSVM, and adaptive dual
strategy. The contributions of this paper are summarized
below.

1) We propose a hybrid approach, calledMCaBSO, adopt-
ing BSO as the basic search scheme, TWSVM as the
problem reduction strategy, and an adaptive dual strat-
egy as the guidance for the generation of high-quality
combinations.

2) On-the-fly search space exploration- MCaBSO divides
the search space into several small search spaces,
according to the natural organization of sub-problems.
Furthermore, MCaBSO learns the QoS informa-
tion of different combinations in one small search
space and the closeness between combinations to
the corresponding class. The data can be used
to help the combinations converge into a small
area.

3) Novel strategy for high-quality combinations-
MCaBSO employs an adaptive dual strategy to lever-
age the advantages of the intra-cluster and inter-cluster
operators in different stages, so as to explore more
high-quality combinations.

We have conducted the evaluation of MCaBSO on
real-world data, which shows that MCaBSO spends a shorter
time on finding the optimal solution in comparison with
existing approaches. Besides, MCaBSO exhibits good con-
vergence speed even with the increasing numbers of tasks and
concrete services. Therefore, MCaBSO can effectively and
efficiently solve the scalability issue. The remainder of the
paper is organized as follows. Section II gives an overview of
the related work. Section III introduces the QoS-aware ser-
vice composition model. Section IV presents the basic BSO
and TWSVM. Section V describes the proposed MCaBSO
in detail. Section VI shows some experimental results to
evaluate our approach. Section VII summarizes the paper and
outlines future directions.

VOLUME 8, 2020 48823



S. Peng et al.: MCaBSO Algorithm for QoS-Aware Service Composition

II. RELATED WORK
In this section, we provide an overview of the related work
on BSO and QoS-aware service composition that are most
relevant to the proposed approach.

A. BRAIN STORM OPTIMIZATION
Since BSO was proposed in 2011, some improvements have
beenmade on both the algorithm side and the application side.
A novel BSO extension was developed in [15] to increase
population creativity. Two re-initialization individuals strate-
gies are applied to create more possibility for various indi-
viduals, which improve the global optima. Yang et al. [16]
propose an advanced discussion mechanism to enhance the
diversity of BSO.Meanwhile, a differential strategy is applied
to accelerate the convergence rate. Peng et al. [17] integrate
BSO with pbest guided step-size for complex optimization
problems. A self-adaptive strategy is applied to solve the
dependence of original BSO on several control parameters.
Meanwhile, a dynamic clustering number strategy is used
to converge the algorithm to an optimal solution quickly.
The authors in [18] improve the performance by integrating
the fuzzy min-max neural network with BSO. The feature
extraction on a subset of data improves predictive accuracy
and reduces the search space.

BSO can be applied in a broad range of scenarios. Thework
of [19] proposes a novel BSO in the electromagnetic field
to optimize the brushless DC wheel motor. The evolutionary
operators (e.g., clustering) extract global information and
then improve diversity. In the same area, the work of [20]
also proposes an enhanced BSO method for electromagnetic
application. Ma et al. [21] solve the wind speed forecasting
by using BSO to improve the fuzzy neural network. The work
in [22] develops BSO to solve the optimization problem of
UAV formation flight. Sato and Fukuyama [23] introduce a
global-best BSO into a smart city. The method includes the
total optimization of energy costs, CO2 emission minimiza-
tion and electric power. The work in [24] applies the brain
storm optimization graph theory into the medical image field
for specifying energy computation mapping. Hao et al. [25]
develop a hybrid brain storm optimization approach to solve
distributed hybrid flowshop scheduling problems.

B. QoS-AWARE SERVICE COMPOSITION
A wide range of approaches have been developed to improve
the performance of service composition as the number of
services grows, including the selection of representative ser-
vices, the exploration of the partial combination candidates
and the transformation of optimization problem into several
sub-optimization problems.

Some approaches based on selecting representative com-
ponent services achieve search space reduction, since the
services that are verified impossible to participate in the
optimal combination are pruned. The work of [1] provides
candidate services prune based on QoS comparison, and then
select services with better QoS for the service composition.

Li et al. [26] select representative services according to the
QoS correlation among services and QoS correlations of user
requirements. The work of [27] uses a cross-layer based
dynamically tuned queue length scheduler, to guarantee QoS.
In [28], the authors propose a time-series-based prediction
method to select representative services for service compo-
sition. The work in [29] proposes an optimization approach
to select a set of promising services dynamically. A Directed
Acyclic Graph describes the semantics of service composi-
tion. Then each execution path is extracted and the optimal
global solution is obtained by solving the mixed integer lin-
ear programming problem. Tan et al. [5] reduce the search
space based on local optimality of the services and global
constraints. However, these approaches would cost too long
when the candidate services set becomes larger.

These approaches, based on exploring the partial combina-
tion candidates, also reduce the search space. The work of [7]
proposes a hybrid approach to solve the optimization prob-
lem. The proposed method reduces alternative combinations
by chained dynamic programming. Khanouche et al. [30]
make use of the k-means method to handle the candidate
services into different QoS levels. According to the resulting
clusters, the composite service is generated by composing the
promising candidate services. The unpromising candidates
are filtered out to improve the efficiency of service com-
position. To reduce the cost, Gavvala et al. [31] propose a
metaheuristics algorithm to approximate an optimal solution.
The authors make use of the Whale Optimization Algo-
rithm to generate the composition candidates, and manipulate
them using genetic operators for evolving new candidates.
Additionally, the eagle strategy is used for taking a balance
between the search space exploration and the population
information exploitation. The work of [32] proposes a novel
ant colony optimization algorithm to find the best combi-
nation. In [33], the authors propose an abstract-refinement
method to guide the exploration of the complete composition
graph. Wang et al. [34] combine graphplan with the heuris-
tic search algorithm to improve search effectiveness. These
approaches reduce the number of candidates effectively, but
the problem scale is still massive, so that the required com-
putational time is high.

To further improve efficiency, approaches based on trans-
forming the optimization problem into several sub-optimization
issues have been proposed. Zhou and Yao [10] develop a
multi-population differential artificial bee colony algorithm
to downsize the problem scale. Hossain et al. [11] submit a
two-phase approach to find an optimal or near-optimal solu-
tion. The proposed method combines the parallel processing
with the selection of candidate services. The paper [35]
proposes a parallel method based on MapReduce to find
the top-k compositions. The central agent divides service
composition into several mutually independent tasks, and
then multiple agents execute them in parallel for reducing
time. Besides, this method selects services with better QoS
to avoid exhaustive compositions while finding a set of opti-
mal solutions. The work of [36] proposes a parallel refined
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probabilistic approach to improve performance. Multiple
agents work in parallel to speed up the convergence and
an elegant probabilistic model is constructed to guide the
optima. However, the division of the optimization problem
does not consider the natural organization of subproblems.

In this work, our focus is to optimize the QoS-aware
service composition effectively and efficiently. MCaBSO is
proposed to utilize BSO for combining the problem reduction
with the exploration of combinations in services space. It also
divides the problem according to the natural organization of
subproblems and provides an adaptive dual strategy to adapt
to the state of the search space. Therefore, MCaBSO can
reduce the optimization problem into several refined subsets
optimization problems and improve the optimality.

III. QoS-AWARE SERVICE COMPOSITION MODEL
In this section, we focus on the quality of service that can be
quantified using QoS metrics. Then the optimality function
for service composition is given. The problem of QoS-aware
service composition is declared in the end.

A. QUALITY OF SERVICE
We herein introduce the QoS of component service and com-
posite service, respectively.

The QoS of component service is reflected through the
QoS attributes of service, including two main classes: one
is the positive attributes (e.g., throughput), and the other
is negative one (e.g., response time). The positive QoS
attributes have a positive impact on the non-function of ser-
vice, while the negative attributes have a negative effect on the
non-function of service. Therefore, the positive QoS attribute
and negative QoS attribute values need to be maximized and
minimized, respectively.

Since the QoS of a composite service is aggregated from
the QoS of its component services, its QoS aggregation is
impacted not only by the QoS attributes of component ser-
vices, but also by the compositional structures that deter-
mine how to connect different component services. The most
basic compositional structures are sequential, parallel, loop,
and conditional. The sequential composition is the simplest,
as long as the corresponding services {s1, s2, . . . sn} are exe-
cuted one by one according to the order of solving prob-
lems. The parallel composition aims to make more services
{s1, s2, . . . sn} run at the same time. The loop composition
needs to execute service si k times repeatedly. There are
different directions according to the evaluation of the guard
conditions, conditional composition {s1, s2, . . . , sn} is the
structure that chooses one direction to deal with service si.
They determine the QoS of composite service by sum-
ming the QoS values of component services, multiplying the
QoS values of component services and so on.

Under these four basic structures, considering the aggre-
gation functions of the response time and throughput can
almost cover elementary types of QoS aggregation function,
we select them as the examples. Their QoS aggregation func-
tions are shown in Table 1. q(si) represents the standardized

TABLE 1. Examples of QoS aggregation functions.

value of QoS attribute for si. The response time is the time
from sending a service call request to receiving a response.
During the sequential execution, the value is computed by
summing the response time of n services. During the parallel
execution, the maximum response time among n services is
the response time of the composite service. During the loop
execution, the value is obtained by summing the response
time of the involved service k times. During the conditional
execution, the maximum response time among n services is
the response time of the composite service. The throughput
is the total number of invocations processed by the service
per second.1 During the sequential execution, the minimum
throughput in all component services determines the through-
put of the composite service. During the parallel execution,
it needs to sum the throughput of n component services.
During the loop execution, it is computed by determining the
throughput of the involved service. During the conditional
execution, the minimum throughput among n component ser-
vices is selected as the throughput of the composite service.

B. OPTIMALITY ASSESSMENT
Consider that the optimality is evaluated from multiple QoS
attributes angles, Simple Additive Weighting (SAW) tech-
nique [37] is applied to compute a score for the attributes
vector. Since the values of the attributes have different units
and ranges, the first step of SAW is to normalize the values
of QoS attributes into the range (0, 1). The normalization is
implement by comparing with the maximum and minimum
QoS attribute value in a service class, which is given as fol-
lows. For the positive attributes, we have the normalization:

qi(s) =


at i(s)− at imin(s)

at imax(s)− at
i
min(s)

, at imax(s) 6= at imin(s)

1, at imax(s) = at imin(s)
(1)

For the negative attributes, we have the normalization:

qi(s) =


at imax(s)− at

i(s)

at imax(s)− at
i
min(s)

, at imax(s) 6= at imin(s)

1, at imax(s) = at imin(s)
(2)

where at i(s) is the i-th QoS attribute value for service.
at imax(s) and at imin(s) are maximum and minimum values
for i-th attribute in service class. According to the compos-
ite structure, the aggregation function of i-th attribute for
the composite service is computed. Table 1 lists a part of
formulas.

1https://qwsdata.github.io/
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Due to the user’s preference, the next step of SAW is
to embody the importance of different QoS attributes. The
fitness value of the composite service cs is computed as
follows.

FV (cs) =
n∑
i=1

f i(cs)wi(cs) (3)

where wi(cs) is the weight of i-th attribute for cs, and f i(cs)
is the aggregation function of i-th attribute for cs.

According to the score for the attributes vector, we can
assess the optimality by comparing the size of the score.
The optimal composite service must be selected among the
feasible composite service. The feasible composite service
and optimal composite service are defined as follows.
Definition 1 (Feasible Composite Service): Let GC ={
c1, c2, . . . cn

}
be a vector of QoS constraints on user require-

ments. Let composite service cs be composed by the concrete
services, which are selected from different service classes.
cs is a feasible composite service if i-th QoS aggregation
value of cs does not exceed the ci.
Definition 2 (Optimal Composite Service): An optimal

composite service is a composite service that its optimal
global value is better than that of other feasible composite
services.

C. PROBLEM DESCRIPTION
There are more than one mapping from abstract composite
service to concrete combinations, the problem of finding the
best combination can be seen as an optimization problem.
To solve it, the most direct way is to obtain all possible
combinations, and then select the combination with maximal
QoS value. However, as the number of abstract services and
optional concrete services increases, the number of combi-
nations increases exponentially. This way of finding the best
combination would take a lot of time and resources. As web
service composition needs to be handled at runtime, users are
more willing to accept a near-optimal combination with lower
cost, rather than an exact one with higher cost [5].

A favorite method is to downsize the problem scale and
explore the partial search space under the guidance of optimal
information. This approach is particularly helpful for han-
dling a large number of combinations. However, the questions
that arise are not only how to divide the search space, but
also how to guide the exploration of the reduced search space.
In this work, we will focus on optimizing QoS-aware service
composition efficiently and effectively by converging combi-
nations to a refined area that has a small exploration area and
is likely to find an optimal or near-optimal combination.

IV. PRELIMINARIES OF THE APPROACH
BSO is new intelligent optimization method based on prin-
ciples of the brainstorming process [12]. A group of people
with different backgrounds will get together to generate great
ideas, which can be seen as solution candidates to a specific
problem. The clustering strategy and evolution operators are

FIGURE 2. The workflow of BSO.

applied to these solution candidates in such a way to simulate
better solutions. The selection operation is used to pass the
elites to the next generation. The application of BSO to
solve the optimization problem has been proposed by several
researchers [20], [38]. As illustrated in Fig.2, a BSO starts
with the randomly generated ideas to a specific problem,
which we call them initial individuals. Clustering operators
are applied on these individuals to create different clusters.
Creation operators are utilized to create new individuals by
mutating selected individuals or interacting with more than
two individuals. After new individuals are generated, the bet-
ter one will be selected as an individual in the new gener-
ation when compared with the one waiting for an update.
The selection is operated based on the fitness value of an
individual, where the highly-fit individual has a higher chance
to be selected into the next iteration. The fitness value of an
individual quantifies the performance quality from multiple
QoS attributes perspective. When the termination condition
is satisfied, the brainstorming process will terminate. For
example, BSO would stop when the number of iterations is
higher than the value set in advance.

TWSVM [13], [39] is an efficient classification method
based on the statistical learning theory. It has some theoretical
and computational traits, such as novel small sample learning,
high generalization ability, unique global solution, and two
nonparallel proximal hyperplanes. These traits simplify the
classification problem, reduce the computational complexity,
and provide more useful guidance on solution discovery.
Therefore, TWSVM has been applied to data classification
problems effectively. For the multi-classification problem,
we induce it by constructing multiple hyperplanes. It imple-
ments the following idea: the input vectors are mapped to
high-dimensional feature spaces. In the feature spaces, multi-
ple hyperplanes are sought so that each hyperplane is as close
as possible to the points of one cluster and keeps away from
the points of other clusters as far as possible.

V. THE MCaBSO FOR SERVICE COMPOSITION
Our work proposes a hybrid approach for QoS-aware service
composition. This section outlines the proposed MCaBSO
and details each algorithmic component.

A. THE OVERVIEW OF MCaBSO
We propose our approach, MCaBSO, to support the on-the-
fly exploration of the search space and guide the individuals’
selection towards the optimum. Fig.3 gives the workflow
of MCaBSO. First, MCaBSO randomly constructs a set of
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FIGURE 3. The workflow of the proposed algorithm.

individuals, where theweb services are picked randomly from
each set of web services that corresponds to each abstract ser-
vice class. MCaBSO then partitions the individuals into sev-
eral clusters so that the optimization problem is transformed
into multiple local optimization problems. The individuals in
one cluster are sorted according to their QoS values and the
closeness between them within the cluster. Then, an adaptive
dual strategy is used to adjust the usages of intra-cluster
and inter-cluster operators for generating new individuals.
Eventually, the selection operator with a competing strategy
provides sufficient confidence to pin down the desired com-
binations. The genetic operators with different strategies will
be introduced in the rest of this section.

B. CLUSTERING PROCESS
The first phase is to partition the individuals into clusters,
so that the optimization problem is divided into multiple local
optimization problems. Then, the individuals of one cluster
are sorted.

1) CLUSTERING AROUND NONPARALLEL PLANES
The TWSVM method is to seek multiple nonparallel planes
so that each plane is as close as possible to the individu-
als of one cluster and keeps away from the individuals of
other clusters as far as possible. The geometric presentation
of TWSVM is shown in Fig.4. The hollow circles, rectan-
gles and solid circles representing the individual points, are
respectively divided into three clusters by planes plane1(x),
plane2(x) and plane3(x). They are as close as possible to
their planes. Meanwhile, the hollow circles stay far away

FIGURE 4. Geometric presentation of TWSVM.

from plane2(x) and plane3(x), the rectangles stay away from
plane1(x) and plane3(x), the solid circles stay away from
plane1(x) and plane2(x).
We consider m individuals {cs1, cs2, . . . , csm}. The indi-

viduals around one plane is clustered according to the
distance from the individual point to the corresponding
plane. The distance is measured according to their QoS
values. Assuming n QoS attributes of an individual csi
are concerned, there is a n-dimension vector Q(csi) =<
f 1(csi), f 2(csi), . . . , f n(csi) > to represent the QoS vector of
csi. The QoS values of m individuals in the n-dimensional
vector space Rn can be represented by a m× n matrix Q.

Q =


Q(cs1)
Q(cs2)
. . .

Q(csm)

 =

f 1(cs1) f 2(cs1) . . . f n(cs1)
f 1(cs2) f 2(cs2) . . . f n(cs2)
. . .

f 1(csm) f 2(csm) . . . f n(csm)

 (4)

where f j(csi) represents the aggregated value of j-th QoS
attribute of csi. The QoS aggregation functions of the
response time and throughput are listed in Table 1.

These individuals are partitioned into K clusters by K
nonparallel planes, which are represented as follows.

plane1(x) = ω1x + b1
plane2(x) = ω2x + b2

. . .

planeK (x) = ωK x + bK (5)

where k ∈ {1, 2, . . . ,K } labels the cluster to which the
i-th individual belongs; ωk ∈ {ω1, . . . , ωK } and bk ∈
{b1, . . . , bK } are the parameters of planek (x).
To determine these nonparallel planes, the parameters ωk

and bk need to be determined from the following formula:

min
ωk ,bk ,ξk

1
2
‖Xkωk + bke‖2 + ceτ ξ k

subject to X̂kωk + bke ≥ e− ξ k (6)

where Xk represents the QoS vectors of the individuals
belonging to the k-labeled cluster, e denotes a vector of ones
with appropriate dimension; c is the penalty parameter that

VOLUME 8, 2020 48827



S. Peng et al.: MCaBSO Algorithm for QoS-Aware Service Composition

takes a balance between the distance and the correctness of
division; ξ k ∈ Rm−mk is a slack vector; X̂k refers to QoS
vectors of the individuals belonging to other clusters.

To optimize Equation (6), the Lagrange function is intro-
duced to obtain its Wolfe dual as follows.

min
α

1
2
αTG(HTH)−1GTα − eTα (7)

whereH = (Xk , e),G = (X̂k , e), and α represents the vector
of Lagrangian multipliers.

[wk , bk ]T can be obtained from the solution of Equation (7)
by the Karush-Kuhn-Tucker condition:

[wk , bk ]T = (HT ,H)−1GTα (8)

Then, the plane of the k-labeled cluster can be obtained by:

planek (x) = wkx + bk (9)

Based on K nonparallel planes, cs is labeled according
to the minimum distance in terms of its QoS values. The
marking problem can be formally specified as follows.

plane(cs) = min
k=1,2,...,K

{dk} (10)

where dk represents the distance from cs to the k-labeled
hyper plane. It is computed as follows.

dk =
|ωkQ(cs)+ bk |
||ωk ||

(11)

where | · | represents the absolute value and ||ωk || =√∑k
i=1 ω

2
i .

2) INDIVIDUALS SORTING
After dividing the individuals into clusters, the next step is
to sort the individuals for each cluster according to individu-
als’ quality. As we discussed in Section III-B, the quality is
reflected through the fitness value that is calculated based on
multiple QoS attributes and users’ preferences. Nevertheless,
it does not provide a direct indication on how likely the
individual can belong to a cluster. To address this problem,
we propose an estimation on the closeness of the individual
with a cluster with a certain QoS level. Firstly, we introduce
the notion of cluster midpoint whose fitness value represents
the QoS level of the cluster. Assume that the k-labeled cluster
has r individuals

{
csk1, cs

k
2, . . . , cs

k
r
}
, we calculate the fitness

value of the cluster midpoint CM k as follows.

FV (CM k ) =
r

max
i=1

FV (cski ) (12)

ForK clusters, we recursively apply Equation (12) to calcu-
late the fitness value of each cluster midpoint. Subsequently,
the closeness of the individual cski with the k-labeled cluster
is given.

Clo(cski ) =
FV (cski )

FV (CM k )
(13)

In Equation (13), the closeness of the individual that belongs
to the cluster with the QoS level FV (CM k ) would increase

FIGURE 5. Two operators to create new composite services.

with the growth of the individual’ QoS. In other words,
the individual with lower QoS value in the cluster may has
a lower chance of being selected for guiding the best explo-
ration.

Given the fitness value and closeness, the new utility is pro-
posed to increase the service composition optimization and
reduce the search space of solutions. The utility is formally
defined.

Utility(cs) = Clo(cs)FV (cs) (14)

where the term Utility(cs) represents the worth of the
individual.

After obtaining the sorted individuals’ list, high-quality
individuals are preferred as parents to generate new ones.
It not only refines the information of the solutions, but also
reduces the deletion of promising solutions. For example,
the cluster with different QoS levels features the quality of
the solutions, and the term fitness evaluation distinguishes
the solutions in the same cluster. When the fitness values of
solutions are low, the relevance term increases the probability
of these solutions contributing to the evolution of the next
generation.

C. EVOLUTION STAGE
In the evolution stage, the intra-cluster and inter-cluster oper-
ators take the abstract services of high-quality individuals
as the operational dimension to generate new individuals.
An adaptive dual strategy is also brought to get the most out
of these two operators at different evolutionary stages.

1) INTRA-CLUSTER AND INTER-CLUSTER OPERATORS
The intra-cluster and inter-cluster operators are displayed
in Fig.5. In Fig.5(a), the intra-cluster operator creates new
individuals by changing current individuals randomly. While
in Fig.5(b), the inter-cluster operator creates new individuals
by mutating the mixture of two current individuals coming
from different clusters. For the inter-cluster, usually two clus-
ters are used to create new individuals since three or more
clusters would increase the complexity of the algorithm [12].

These two operators follow similar steps as those from
the original BSO, but different in the operational dimension.
Instead of taking the decision variable as a dimension, we use
each abstract service as a dimension and assign it the value
of identifying a candidate service of the abstract service.
In this dimension space, an individual is represented as cs =<
id(as1), id(as2), . . . , id(asD) >, where id(asd ) is the index of
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the candidate service for the d-th abstract service asd , and D
is the number of abstract services.

For these two operators, there is a disturbance for improv-
ing creativity, because their performance critically relies on
the local optima value of current individuals. Consider a
set of individuals CS = [cs1, cs2, . . . csm] composing of
m individuals. In the first operator, new individual cs′i =<
id ′i (as1), id

′
i (as2), . . . , id

′
i (asD) > is generated by adding a

disturbance on a component service of csi as follows.

id ′i (asd ) = idi(asd )+ round(rand(−1, 1)

× (idi(asd )− idm(asd ))) (15)

where rand() is the random values function and round() is the
rounding function. In this operator, the id ′i (asd ) may be out of
the candidate services set. In such a situation, the value would
be adjusted as the corresponding boundary value.

In the second operator, the disturbance is added to the
combination of two individuals from different clusters. The
first step is to cross two individuals csi and csj, which come
from different clusters ki and kj. The component services of
csi are substituted by the component services of csj as follows.

id ′i (asd ) = idj(asd ) (16)

Based on the crossed individuals, the second step is to add the
disturbance. The new cs′ is generated by Equation (15).

In the process of creating new individuals, the intra-cluster
operator is around one current individual in the cluster. It is
easy to use the local information of the cluster to refine
the search region, which enhances the exploitation ability.
On the contrary, the inter-cluster operator is implemented on
two clusters, which may get possible information from more
clusters and keep away from the existing individuals. It is
easy to explore a larger area, which enhances the exploration
ability.

2) ADAPTIVE DUAL STRATEGY
In the initial stage of evolutionary iteration, there is a lot of
search space to explore for finding possible optimal individ-
uals. With the evolution of MCaBSO, essence information
is retained to the next generation and the solutions space
is continuously being refined. More attention is focused on
the exploitation of essential information to find a global and
local optimum. Considered the advantages of the intra-cluster
and inter-cluster operators, we need to make a trade-off
between them. This is to say, we need to balance the utility
of inter-cluster and intra-cluster operators. The adaptive dual
strategy is applied to control the contribution degree of the
two operators in different stages of evolution.

In this strategy, the probability value is used to measure the
chance of using one operator. The probability pinter of using
inter-cluster should be high enough for exploring more pos-
sible global individuals in the early stage, while low enough
for exploring as much as possible search filed in the later
stage. The probability pintra of using intra-cluster should be
low enough for exploiting the information in the early stage,

FIGURE 6. Selection process of MCaBSO.

while high enough for refining the local optimum in the later
stage. They are calculated as follows.

pinter = plow + phigh × (1−
NCgen
NMgen

) (17)

pintra = 1− pinter (18)

where plow and phigh are two constants that are used to
determine the proportions of using inter-cluster operator and
intra-cluster operator, respectively. NCgen and NMgen are the
current and maximum iteration numbers.

As mentioned above, N solutions can be created by the
creation operators with the adaptive dual strategy.

D. OPTIMAL SELECTION STAGE
After new individuals are generated by intra-cluster and
inter-cluster operators, the selection operator is performed to
retain these individuals that are likely to contribute to high
optimal value to the next generation. To overcome shortcom-
ings resulting from the centralization of population selection,
such as immature convergence and fast convergence speed,
we introduce an Enhanced Selection Policy (ESP) to increase
the probability of rapidly converging solutions to an optimal
value.

The ESP is introduced in Fig.6. Suppose there now
have eight individuals in the current generation cg =<
cs1, cs2, . . . , cs8 > and also eight offspring individuals
ng =< cs′1, cs

′

2, . . . , cs
′

8 > generated through creation
operators, we select a pair of individuals (e.g., cs3 and cs′4)
randomly from these two populations, respectively. A com-
peting strategy is applied to the pair of individuals to realize
the selection of the favored combinations in the next gen-
eration. The competing strategy is a plan for directing and
managing the actions of cs3 and cs4. Considering the QoS
attributes, it can be specified as a comparison with the global
optimality values of the two composite services. The global
optimality is measured by the utility of composite service,
which is calculated using Equation (14) with QoS attributes
normalized using Equation (1) or Equation (2). After each
competition, some better solutions having better utility values
will be selected for the next generation.

The selection policy would reduce the evaluation compu-
tation of comparing the utility value of each individual with
that of all other individuals. Also, the right individuals that
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choose the better utility value from a pair of individuals would
be retained.

VI. EXPERIMENTAL AND ANALYSIS
In this section, we present our experimental evaluation to
demonstrate the performance of the proposedMCaBSO algo-
rithm. All experiments are conducted on a 3.4GHz PC with
8GB RAM.

A. EXPERIMENT DESIGN
1) DATASETS
We use the following two publicly available datasets in our
experiments:
• QWS dataset2 [40]: This dataset is collected from public
sources on the web, consisting of 2,507web services and
9 QoS attributes.

• WS-DREAM dataset23 [41]: This dataset is obtained by
crawling web service information on the web. It con-
tains 1,974,675 real-world web service invocation infor-
mation on 5,825 real-world web services. Each record
contains the response time and throughput attributes of
a web service.

The composite service is evaluated by the fitness value,
which compromises the values of aggregation functions of
different QoS attributes into a score. Different QoS attributes
might have similar aggregation functions, for example,
the cost attribute has a similar maximum function with the
response time in the conditional structure. Therefore, we only
select representative aggregation functions. Considering that
the aggregation function of response time and throughput can
cover the maximum function, minimum function, summation
function and so on, we choose to use response time and
throughput attributes. One of themain objectives of the exper-
iments is to evaluate the efficiency of the proposed approach
in solving the scalability issue. The QoS constraints are set
to make the service composition scenario more believable.
The constraints with more restriction would filter too many
services so that the experiment cannot effectively evaluate the
proposed approach in an inappropriate scenario. In consid-
eration of a believable and appropriate service composition
scenario, the threshold values should be smaller. According
to the method of fixed percentage [5], the threshold values are
set as 10% of the difference between the maximum value and
the minimum value bigger than the minimum value. More-
over, since the values of response time and the throughput
are normalized, we use similar formulas to set the threshold
values as follows.

crs = qrsmin +
qrsmax − q

rs
min

10

cth = qthmin +
qthmax − q

th
min

10
where qrsmin and qrsmax denote the minimum and maxi-
mum normalized response time, respectively; qthmin and q

th
max

2https://qwsdata.github.io/
3http://inpluslab.com/wsdream/

denote the minimum and maximum normalized throughput,
respectively.

2) COMPARISON METHODS
To demonstrate the effectiveness of the proposed
approach, we compare with the following four related
approaches:

• BSO: The brain storm optimization with the k-means
proposed in [12].

• BSO-kPC: The brain storm optimization with the
k-plane proposed in [42].

• GA-HS: The improved genetic algorithm proposed
in [43].

• PBA: Partition-based artificial bee colony algorithm [8].

The reason for adding BSO and BSO-kPC is because
MCaBSO is also taking peoples’ brainstorming as the
problem-solving prototype. Using the same prototype will
allow BSO, BSO-kPC and MCaBSO to gather group wis-
dom to find the optima, therefore enable us to compare the
effect of the clustering strategies. As for choosing GA-HS
and PBA, they are also optimization algorithms based on
swarm intelligence. Similar to GA-HS and PBA, MCaBSO
also takes into consideration the time cost and optimization.
A similar motivation enables us to compare the effectiveness
and efficiency of the three algorithms.

3) EVALUATION METRICS
We evaluate the five algorithms in terms of both effectiveness
and efficiency.

a: EFFECTIVENESS
To evaluate the effectiveness, we use the concepts of
the average fitness and best fitness. The fitness is the
aggregate QoS value of a composite service with the
specific instances of multiple abstract services given by
Equation (3). The average fitness is to average all solu-
tions’ fitness values after 200 generations in one experi-
ment. It helps evaluate the effectiveness in terms of the
diversity of solutions. The best fitness is to maximize all
solutions’ fitness values after 200 generations. It helps
evaluate the effectiveness from the angle of the optimal
scheme.

b: EFFICIENCY
To evaluate the efficiency, we compute the convergence time
of the five algorithms.

The values of evaluation metrics would vary with vari-
ous configurations. Two specific configurations are shown
in Table 2. In scenario#1, each service request has 5 abstract
services. The number of concrete services for each abstract
service increases from 100 to 1000. In scenario#2, there are
100 concrete services for each abstract service. The number
of abstract services increases from 5 to 50.
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FIGURE 7. Average fitness in scenario#1.

TABLE 2. Scenarios configuration.

TABLE 3. Average fitness for QWS in scenario#2.

B. EXPERIMENTS RESULTS
In this section, we first evaluate the effectiveness using the
average and best fitness, and then assess the efficiency using
convergence time.

1) EFFECTIVENESS
a: AVERAGE FITNESS EVALUATION
Fig.7 shows the solutions’ average fitness values in
scenario#1. The values of Fig.7(a) and Fig.7(b) are computed
according to the records of QWS and WS-Dream datasets,
respectively. Through comparison with the observed data,
we can see that the values for PBA and MCaBSO are higher
than the values for GA-HS, BSO and BSO-kPC; the values
for MCaBSO are slightly higher than those of PBA in most
cases. In addition, the overall fitness values increase with the
number of concrete services.

Table 3 and Table 4 show the solutions’ average fitness
values with QWS and WS-Dream datasets in scenario#2.
From these tables, we can see that the values for PBA and

TABLE 4. Average fitness for WS-Dream in scenario#2.

MCaBSO are bigger than that for GA-HS, BSO and BSO-
kPC. The values for PBA are slightly smaller than those of
MCaBSO in most cases. As the number of abstract services
increases, the values for the five methods increase.

Through the four sets of experiments, we can conclude
that MCaBSO has a better effect in terms of average fitness.
Meanwhile, the size of the dataset does not impact the result
of the five methods. By adding more quality levels to the
selection of services, the potential for the higher fitness values
of composite services can be increased at a set of high-quality
solutions. Like we described in Section V, MCaBSO utilizes
an adaptive dual strategy to adjust the applications of the
intra-cluster and inter-cluster operators in different stages.
It can effectively exploit the local optima and explore further
areas in the search space, so that there are more high-quality
combinations. Meanwhile, we can also conclude that by
adding concrete services or abstract services to the work-
flow of service composition, the average fitness value of
composite services can be increased. With the increase of
concrete services, there are more web services with better
QoS values participation in service composition, so that there
are more composite services with higher fitness values. With
the increase of abstract services, there are more component
services involved in service composition. As a result, the QoS
of the composite service with more web services would
increase.
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FIGURE 8. Best fitness in secnario#1.

TABLE 5. Best fitness for QWS in scenario#2.

b: BEST FITNESS EVALUATION
The experiment evaluations of the best fitness in scenario#1 are
shown in Fig.8, where Fig.8(a) displays the results for QWS
dataset and Fig.8(b) shows the results for WS-Dream dataset.
From the two figures, we see that MCaBSO and PBA have
higher values than GA-HS, BSO and BSO-kPC, and the
values of MCaBSO are slightly higher than those of PBA in
most cases.

The experiment results in evaluating the best fitness in
scenario#2 are reported in Table 5 and Table 6. Table 5
shows the best fitness values, which are computed from the
QWS dataset and Table 6 reports the best fitness values for
WS-Dream dataset. By comparing the data for each row,
the values for MCaBSO and PBA are bigger than that of
GA-HS, BSO and BSO-kPC; the values for PBA are slightly
smaller than that for MCaBSO in most cases. By comparing
the data for each column, we can see that the values increase
with the number of abstract services.

From the experiments, we can conclude that MCaBSO has
better effectiveness in terms of best fitness values. Like the
mechanism we used in Section V, TWSVM clusters similar
individuals according to the natural organization of individ-
uals. Multiple clusters interact with their feature informa-
tion of QoS and exploit them to compose better individuals.
To void crowd gathering behavior, the mutation with a dis-
turbance is added to improve the effectiveness of exploration.

TABLE 6. Best fitness for WS-Dream in scenario#2.

Meanwhile, we can also conclude that by adding concrete ser-
vices or abstract services to the service composition, the opti-
mality can be further improved. With the increase of concrete
services, the optimal solution would be explored by the active
exploration of MCaBSO. With the rise of abstract services,
the fitness value would include more component services so
that the fitness value increases.

2) EFFICIENCY
The experimental results of evaluating the five methods’
efficiency in scenario#1 and scenario#2 are shown in Fig.9
and Fig.10. The first two sets of experiments are conducted
in scenario#1. Their convergence times for the QWS and
WS-Dream datasets are shown in Fig.9(a) and Fig.9(b),
respectively. In Fig.9, lines with left triangle markers, circle
markers, plus markers, square markers and right triangle
markers, depict the convergence time of GA-HS and BSO,
BSO-kPC, PBA, MCaBSO, respectively. From the compari-
son of the convergence times, we can see that the values of
MCaBSO are smaller than other algorithms. As the increase
of concrete services, the convergence times of the five meth-
ods also increase.

The latter two sets of experiments are conducted in
scenario#2. Fig.10(a) and Fig.10(b) show the convergence
time for QWS and WS-Dream datasets, respectively. In the
two figures, lines with left triangle markers, circle markers,
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FIGURE 9. Convergence time in scenario#1.

FIGURE 10. Convergence time in scenario#2.

plus markers, square markers and right triangle markers,
depict the convergence time of GA-HS and BSO, BSO-kPC,
PBA, MCaBSO, respectively. The values of MCaBSO are
smaller than those of other methods. We also notice that the
values increase with the growth of abstract services.

Through the four sets of experiments, we can conclude
that by using the problem reduction and utilizing information
of services for guiding the exploration of solutions space,
the convergence time of finding the optimal solution can be
reduced. As we represented in Section V, TWSVM divides
the optimization problem into multiple subsets optimization
problems and downsizes the scale. Then various clusters with
different QoS levels are collaboratively finding the optimal
solution by exploring their subsets and exchanging the opti-
mal information among subsets. Therefore, the size for search
space can be reduced and the solutions with higher fitness
values can be refined in the same area. Meanwhile, we can
also conclude that the convergence time of finding the optimal
composite service would grow with the number of concrete
services and abstract services. The growth in the number of
concrete services and abstract services expands the size of
the search space. As a result, more time is required to find
more composite services and compare fitness values. Since
the number of abstract services has a greater impact on the

search space than the number of concrete services, the growth
rate in the time of abstract services is higher than that in the
convergence time of concrete services.

C. SUMMARY OF RESULTS
From the experimental results, the evaluation values may be
different for two different datasets, but the conclusions are
similar. MCaBSO and PBA are distinctly better than other
algorithms, as well as MCaBSO is slightly better than PBA in
the aspect of average fitness value and optimal fitness value.
In terms of convergence time,MCaBSO is significantly better
than other algorithms. It is verified that MCaBSO outper-
forms different algorithms in terms of effectiveness and effi-
ciency. With the increase in the number of abstract services
and concrete services, MCaBSO would spend less conver-
gence time to achieve optimal or close-to-optimal results. It is
obvious that MCaBSO is more scalable than other methods.

VII. CONCLUSION AND FUTURE WORK
In a service-oriented computing environment, service com-
position provides a means to develop complex applications
and satisfy the user’s personalized requirements. With the
fast growth of web services, each user requirement may be
supported by a set of services with similar functionality but
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different QoS. In this paper, a hybrid method is proposed
to solve the QoS-aware service composition. This method
uses BSO as the underlying search scheme to combine the
search space reduction and the exploration of the reduced
search space. Also, TWSVM is used to construct nonparallel
planes to enable the division of the search space, and an
adaptive dual strategy is provided for the adjustment of using
intra-cluster and inter-cluster evolutionary operators in dif-
ferent stages. The selection policy emerges into the selection
operator for obtaining elites. It handles QoS-aware service
composition optimization effectively and efficiently. The pro-
posed method is evaluated on two data sets, different eval-
uation indicators, varying requirements through the number
of concrete services, or the number of abstract services. The
results show the hybrid method handles the optimization of
service composition effectively and efficiently by comparing
it with other methods. In future work, we plan to investigate
multi-objective optimization further. More quality metrics
(e.g., reliability, availability) will be discussed. This is critical
because the optimal composite service could not be reached if
the weights of evaluating user’s preferences are fuzzy and the
number of QoS attributes increases. Furthermore, the effec-
tiveness of other cluster techniques and selection policies will
be analyzed.
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