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ABSTRACT An enhanced hybrid artificial intelligence model was developed for soil temperature (ST)
prediction. Among several soil characteristics, soil temperature is one of the essential elements impacting the
biological, physical and chemical processes of the terrestrial ecosystem. Reliable ST prediction is significant
for multiple geo-science and agricultural applications. The proposed model is a hybridization of adaptive
neuro-fuzzy inference system with optimization methods using mutation Salp Swarm Algorithm and
Grasshopper Optimization Algorithm (ANFIS-mSG). Daily weather and soil temperature data for nine
years (1 of January 2010 - 31 of December 2018) from five meteorological stations (i.e., Baker, Beach,
Cando, Crary and Fingal) in North Dakota, USA, were used for modeling. For validation, the proposed
ANFIS-mSGmodel was compared with seven models, including classical ANFIS, hybridized ANFIS model
with grasshopper optimization algorithm (ANFIS-GOA), salp swarm algorithm (ANFIS-SSA), grey wolf
optimizer (ANFIS-GWO), particle swarm optimization (ANFIS-PSO), genetic algorithm (ANFIS-GA),
and Dragonfly Algorithm (ANFIS-DA). The ST prediction was conducted based on maximum, mean and
minimum air temperature (AT). The modeling results evidenced the capability of optimization algorithms
for building ANFIS models for simulating soil temperature. Based on the statistical evaluation; for instance,
the root mean square error (RMSE) was reduced by 73%, 74.4%, 71.2%, 76.7% and 80.7% for Baker,
Beach, Cando, Crary and Fingal meteorological stations, respectively, throughout the testing phase when
ANFIS-mSG was used over the standalone ANFIS models. In conclusion, the ANFIS-mSG model was
demonstrated as an effective and simple hybrid artificial intelligence model for predicting soil temperature
based on univariate air temperature scenario.

INDEX TERMS Air temperature; soil temperature; hybrid intelligence model, metaheuristic, North Dakota
region.

I. INTRODUCTION
Soil temperature (ST) controls most of the biological, chem-
ical, and physical processes within the soil [1], such as
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evapotranspiration, plant germination/growth, root develop-
ment, and microbial activities is evident [2]. Also, ST is the
most important variable that influences the freezing depth
and affects agricultural activities, irrigation scheduling, and
soil drainage [3]. Several factors, including topography, air
temperature, solar radiation, precipitation, soil moisture, and
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thermal characteristics, govern ST [4], [5]. Attempts have
focused on finding the relation between soil temperature and
other variables for prediction of ST [6].

The relationship between AT and ST is significant to
determine the soil’s heat regime. In some regions, ST is
not measured and therefore the relationship between AT and
ST can be used to construct a predictive model. The pre-
diction of ST for any future time horizon without the need
for direct measurement that is labour intensive and logisti-
cally expensive has a significant advantage of soft computing
models that can help predict soil temperature for soil health
and agriculture. Based on the predictive performance of the
proposed hybrid intelligence model and for the univariate
air temperature scenario, decision-makers can rely on data
inexpensive approaches to better understand soil temperature
dynamics to guide their practices.

About 54% of the total energy from the sun is reflected by
the earth while retaining the remaining 46% [7]. The reason
for this phenomenon is the slow heat transport capability of
the ground; it is also due to the high heat storage capacity and
slow changes in temperature over long periods with respect to
the measurement depth. This soil’s low thermal conductivity
allows the release of heat through the cooling period and heat
retention during the heating period. The heat retained in the
soil during the hot season is released back to the air during
the cold season and this heat exchange occurs throughout the
year, making the soil a good thermal reservoir [8]. The ST
during the winter season is higher than the temperature of
the ambient air but reverses during the summer. This implies
that ST can serve as an important meteorological parameter
for different applications, including solar energy applications,
frost prediction, agricultural applications, and ground source
heat pump applications [9].

Several studies have been carried out recently on short to
mid-term ST predictions in two specific categories [6], [10].
The first category focused on the use of statistical techniques,
such as numerical weather prediction methods, which assume
that changes in the statistical properties of ST data series in
the future would be similar to those in the past [11]. These
models for long-term prediction require large amounts of
data which usually is not be available [12]–[14]. The sec-
ond category uses artificial intelligence (AI) models, like
support vector machine (SVM), artificial neural network
(ANN), genetic programming (GP), gene expression pro-
gramming (GEP), adaptive neuro-fuzzy inference system
(ANFIS), decision tree (DT), M5 Tree, etc [10], [15]–[22].
Many studies have modeled ST as a nonlinear physical phe-
nomenon [19], [20], [23]–[26].

One of the earliest studies used linear regression (LR) and
ANN models for soil temperature prediction using several
hydrometeorological variables including AT, atmospheric
pressure, solar radiation, wind speed, relative humidity, and
sunshine at Adana, Turkey [7]. Results of the ANN model
showed better predictive performance. Xing et al. (2018)
predicted daily ST for different seasons in different climatic
zones at United States using the SVM model with AT and

solar radiation as predictors. The results evidenced the capac-
ity of the SVM model.

Samadianfard et al. (2018) integrated wavelet transforma-
tion with ANN and GEPmodels for ST prediction at different
depths in Tabriz, Iran. The predictors were sunshine, radia-
tion, and AT. Sanikhani et al. (2018) used the extreme learn-
ing machine (ELM) model as non-tuned predictive model for
simulating ST at different soil depths at Mersin and Adana,
Turkey. The ELM model was validated against ANN and
M5 Tree models. Different climate variables, including AT,
solar radiation, relative humidity, and wind speed, were used
as predictors.

Soil temperature is a stochastic variable of great impor-
tance in various morphological and engineering areas [29].
Different AI models have been developed irrespective of
internal parameters tuning [15]. Selection of the best model
parameters using an optimization tool will ensure better
model prediction [30]. Hybridized AI models have become
one of the most successful nonlinear time series prediction
methods in the field of signals and time-series analysis [31],
[32]. Many studies have applied hybrid AI models but are
limited on the measurement of ST at both surface and under-
ground levels. The major aim of this study is to develop a
univariate machine learning (ML) model for ST prediction
using correlated independent variables.

Among several ML models, ANFIS model have demon-
strated an excellent predictive model for diverse engineering
applications [33]–[39]. Based on the literature, the ANFIS
model has been found to be a reliable intelligent model for
simulating soil temperature, owing to its ability to account for
the uncertainty of data [40]. However, thismodel is associated
with the problem of internal membership function parameter
optimization [41]. Hence, the ANFIS model is hybridized
with new integrative bio-inspired optimization algorithm
called Grasshopper Optimization Algorithm (GOA) and Salp
Swarm Algorithm (SSA). Several standard hybrid models
are developed for the proposed model ANFIS-mSG model.
In this context, the SSA algorithm showed promising results
in solving a variety of optimization problems [42]–[45],
because it has many advantages such as low computational
cost, easy to implement, and few parameters to be optimized.
However, it has some limitations like other metaheuristic
methods, including slow convergence and low exploitation
ability as well as it can get trapped in local optima. Therefore,
the proposed method helps the SSA by adding a mutation
strategy from getting trap in a local minimum, evolution stag-
nation, and premature convergence. The mutation strategy
can assist metaheuristic algorithms to guide their populations
toward the global optimum rather than getting trapped in local
optima as well as increase the diversity of the search domain
to speed up the convergence rate. Hence, the first phase of the
proposed method is to improve the original SSA, then use this
phase as a local search for the GOA algorithm.

However, GOA, a recent metaheuristic algorithm, has
drawbacks, including high computation time and premature
convergence [46], [47]. Therefore, the second phase of the
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proposed method is to improve the exploration and exploita-
tion of the original GOA using the first phase (i.e. muta-
tion SSA phase). These two phases are mentioned in this
manuscript as mutation-SSA-GOA (mSG).

The final phase of the proposedmethod is to apply themSG
to train the ANFIS model in order to improve the predictive-
ness of the original ANFIS. The entire proposed method is
called ANFIS-mSG. Thus, this study is the hybridization of
the ANFIS model with a nature optimization algorithm (i.e.,
ANFIS-mSG) to develop a hybrid ST prediction model.

The literature shows that hybridmodels are receiving atten-
tion as evidenced by the number of studies integrating nature
optimization algorithmswith standaloneMLmodels for solv-
ing hyperparameter problems. Until now, limited attention
has been given to the use of metaheuristic optimization algo-
rithms with ANFIS model for ST modeling. Therefore, this
study aims to implement a suite of standalone and hybrid
ANFIS models for ST modeling at different meteorological
stations located in North Dakota, United States. This study
used a univariate modeling scheme as only AT variability
was used to model the ST. Indeed, establishing such a kind
modeling process based on univariate weather information
is highly essential for the regions where climatological or
geoscience information availability are limited. In addition,
establishing such intelligent predictive with less input vari-
ables to predict soil temperature is significantly important for
multiple geoscience related implications that contributes to
basic knowledge of various perspectives of soil engineering.
The proposed ANFIS-mSG was validated against ANFIS,
ANFIS hybridized with grasshopper optimization algorithm
(ANFIS-GOA), salp swarm algorithm (ANFIS-SSA), grey
wolf optimizer (ANFIS-GWO), particle swarm optimization
(ANFIS-PSO), genetic algorithm (ANFIS-GA), and Dragon-
fly Algorithm (ANFIS-DA). The main contribution of the
current research is the newly developed hybrid ANFIS model
for ST prediction which is important for soil health, agricul-
ture, and the ecosystem.

II. CASE STUDY AND DATA EXPLANATION
North Dakota (ND), located in the center of North America,
has a typical climate with cold winters and hot summers.
Its climate is characterized by large temperature variations,
which cause different weather conditions for each of the four
seasons. The eastern and western parts of ND have different
climate conditions. According to the Köppen–Geiger climate
classification system, the climate of the eastern part of ND
has a humid continental climate, while the western part has
a semi-arid climate [48]. As noted by U.S. Global Change
Research Program (2000), the average temperature in ND
has increased about 3 ◦C. Figure 1 presents the locations of
the stations. Figure 2 illustrates variations of soil temperature
over 2010-2018 for all five working stations (Baker, Beach,
Cando, Crary, and Fingal) at 10 cm soil depth along statistical
analysis of all metrological station (see Table 1). For Crary
station, the variations of soil temperature throughout the con-
secutive nine years were persistent as well as extreme than at

TABLE 1. Statistical analysis of ST dataset at meteorological station.

other stations. The ST for most of the years appeared stable
for both Baker and Fingal stations. In contrast, Cando station
had the most variability in ST among the nine consecutive
years. The lowest ST was in 2014 and slowly inched upward
till 2018, and 2010-2012 showed equivalent as well as peak
ST among all years. For Beach station, the ST variations
appeared broader and sharpener for each of the years equally
mostly except in 2012 and 2015 where it was the lowest
throughout the period.

In 2012, ST was the least for three meteorological stations
(Beach, Cando and Crary), where for Baker and Fingal the
lease ST was in 2017 and 2015, respectively. A couple of
lower values of ST occurred throughout all nine years for
Baker, Beach and Cando, where three times of lower values
of ST occurred for Fingal and in case of Crary it was more
than three times.

III. METHODOLOGICAL OVERVIEW
A. ADAPTIVE NEURO-FUZZY INFERENCE
SYSTEM (ANFIS)
ANFIS, developed by Jang [49], is a combination of fuzzy
logic and neural networks, drawing on their advantages.
ANFIS applies a Takagi–Sugeno inference method that gen-
erates nonlinear mapping, by the fuzzy IF–THEN rules, from
input to output domains. It uses five layers to address its tasks.
Figure 3a summarizes these layers and the following steps
explain the working sequence of these layers.

Layer 1 passes the inputs x and y to the nodes to calcu-
late the output of this layer using the generalized Gaussian
membership µ as in the following equations [50]:

O1i = µAi (x) , i = 1, 2, (1)

O1i = µBi−2 (y) , i = 3, 4

µ (x) = e−(x−ρi/σi)
2

(2)

where Bi and Ai denote the values of the membership µ; and
σi and ρi denote the parameters set.
Layer 2 applies Eq. 3 to calculate the output of each node

(the firing strength of a rule). After that, the results are
normalized in Layer 3 by Eq. 4:

O2i = µAi (x)× µBi−2 (y) (3)

O3i = w̄i =
ωi∑2
i=1 ωi

, (4)
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FIGURE 1. Locations of meteorological stations in North Dakota.

In Layer 4, the adaptive nodes are computed by Eq. 5:

O4,i = w̄ifi = w̄i(pix + qiy+ ri) (5)

where r, q, and p denote the parameters of the i-th node.
Layer 5 computes the output results using the following

equation:

O5 =
∑
i

w̄if i (6)

In several cases the search domain of the ANFIS model
becomes wider but the convergence becomes slower, there-
fore it can get trapped in local optima [51]. Consequently,
training the weights of the ANFIS model is a valuable step to
overcome such a problem.

B. SALP SWARM ALGORITHM (SSA)
Salp swarm algorithm (SSA), proposed by [42], is an opti-
mization technique mimicking the behaviour of the salp
chains in nature. This behaviour is considered as a swarm

behaviour; the target of this swarm is a food source. Salps
use this behaviour to forage and move with fast harmonious
diversity [52].

The SSA is formed mathematical to be used in the compu-
tational process. The initial population of SSA, after genera-
tion, is divided into two groups. The front one is called salp
leader, whereas the reset is called salp follower. The search
space of a given problem is represented in n-dimensions
where n is the number variables. The salp leader positions
are frequently updated using the following equation:

x ij =

{
Fj + c1(

(
ubj − lbj

)
× c2 + lbj), c3 ≤ 0

Fj − c1(
(
ubj − lbj

)
× c2 + lbj), c3 > 0

(7)

where x1j , ubj, and lbj denote the position, upper and lower
bounds in j-th dimension, respectively; Fj defines the food
source; c2 and c3 are generated randomly in the range
[0, 1] ; and coefficient c1 balances the exploration and the
exploitation stages, whereas the following equation is used
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FIGURE 2. Trend of actual bare soil temperature at the five studied meteorological
stations at 10 cm depth.

to compute its value:

c1 = 2e−(
4p
P )

2

(8)

where P and p denote the maximum number of loops and the
current loop, respectively.

The followers’ positions are also updated by the following
equation:

x ij =
1
2
(x ij + x

i−1
j ) (9)

where i > 1 and x ij denotes the i-th follower position.

C. GRASSHOPPER OPTIMIZATION
ALGORITHM (GOA)
GOA is an optimization technique and works as the grasshop-
per insects in nature (Saremi et al. 2017). The grasshopper is a
kind of pest effects on agriculture and crop production. Its life
cycle includes three stages: egg, nymph, and adulthood [54].
In the nymph stage, it moves slowly in rolling cylinders and
jumps by small steps and eats vegetation in its path. In the
adulthood stage, it uses swarm behaviour to migrate a long
distance with long- range and abrupt movement.

This behaviour can be mathematically expressed by the
following equations [47]:

xi = Si + Gi + Ai, i = 1, 2, . . . ,N (10)

where xi is the position of the i-th grasshopper, and Si is its
social interaction that can be defined as follows:

Si=
N∑

j=1
i 6= j

s(dij)d̂ij, dij=
∣∣xi − xj∣∣ , d̂ij = xi − xj

dij
(11)

where dij denotes the space between the j-th and i-th
grasshoppers. d̂ij indicates a unit vector from the i-th to the
j-th grasshoppers, and s denotes the social forces’ strength
that can be defined as:

s (y) = fe
−y
l − e−y (12)

where l and f denote the attractive length scale and the
attraction’s intensity, respectively.

The wind direction is a main factor in the movement of
nymph grasshoppers because they have no wings.

In Eq. (13), Ai and Gi denote the wind advection and the
gravity force for the i-th grasshopper, respectively:

Ai = uêw, Gi = −gêg (13)

where u and g denote a constant drift and the gravitational
constant, respectively; and êw and êg denote the unity vectors
of the direction of wind and towards earth’s center, respec-
tively.

Taking these factors into account Eq. (13) is rewritten in
Eq. (14) to be more suitable for searching for the solution of
a given problem.

xdi = c


N∑

j = 1
i 6= j

c
ud − ld

2
s(|xdj − x

d
i |)

xj − xi
dij

+ T̂d , (14)

where u and l denote the upper and the lower bounds of the
search domain, respectively; T̂d denotes the current best solu-
tion; N is the population number; D denotes the dimension of
the problem; and c denotes a decreasing coefficient to provide
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FIGURE 3. a) Basic ANFIS model structure, b) Flowchart of the proposed method.

good balancing between exploration and exploitation phases
and can be calculated by the following equation:

c = cmax − t
cmax − cmin

tmax
(15)

where cmax and cmin indicate the maximum and the minimum
values, respectively, namely 1 for cmax and 0.0001 for cmin; t
denotes to the number of the current iteration; and tmax is the
maximum number of iterations.

D. PROPOSED METHOD (ANFIS-mSG)
The proposed method contains two improvement stages.
The first stage is to improve the basic SSA using mutation
phase in order to enhance its exploration phase. After that,
the improved SSA algorithm is used as a local search for GOA
algorithm; this stage produces anmSG algorithm. The second
stage uses the mSG algorithm to improve and train the basic
ANFIS model.

These stages are explained in the following subsections.

1) FIRST STAGE (mSG)
In this stage the basic SSA is improved by adding a mutation
phase in its structure. This phase generates a mutation vector

xmu as in the following equation:

xmu,i = xp1 + δ × (xp2 − xp3) (16)

where, i = 1, 2, 3, . . . ,N ;whereas xq, xw, and xr are random
populations; and δ is a constant ∈ [0, 2] and works to control
the differential variation.

Then this vector (xmu,i) is evaluated by the fitness function;
if its fitness value is better than the fitness value of the original
vector (xi), then it will be used, else the old fitness value
will be retained. Consequently, the improved SSA is used as
a local search for the basic GOA to help in exploring more
domains in the search space.

2) SECOND STAGE (ANFIS-mSG)
In this stage the mSG algorithm is used to adjust the ANFIS’s
parameters by passing the optimal weights between layers
4 and 5. The ANFIS-mS starts by receiving the predictors
and splits them into train and test sets as well as setting up
all parameter values. The membership function is determined
by using the fuzzy c-mean method. The next step is to apply
the mSG algorithm to optimize and adapt the ANFIS’s weight
values, where the mSG searches for the best weights that can
give the best solution by exploring various domains. In this
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stage, the mSG starts searching for the best parameters for the
ANFIS. These parameters are fed to train the ANFIS, then
the fitness values are evaluated by Eq. (17) to check if the
candidate parameters are good and better than the old ones or
the algorithm should search for another one.

MSE =
1
n

n∑
i=1

(ai − pi)2 (17)

where a denotes the actual values; p denotes the output val-
ues; and n is the size of inputs. MSE is the well-established
metric used as determination for the fitness matrix,
as reported over the literature [55], [56]. MSE helps to know
how close the predicted results to regression line, since the
smaller value of MSE indicates the good results. It can
effectively work with large error whereas, it gives a relatively
high weight to them. MSE is a simple and commonmetric for
measuring the performance of the regression models besides,
it does not affect the computational cost.

Therefore, the best parameters will be considered accord-
ing to the smallest error between actual and predicted values.
The ANFIS-mS works until reaching the maximum number
of iterations which will be considered as a stop criterion.
Then, the selected parameters are fed to the ANFIS to start
preparing the predicted results in the test phase. The entire
process of the proposed ANFIS-mSG model is illustrated
in Figure 3b. It is worth to report the magnitudes of the
internal tuning parameters of each model and those values
reported in Table 2.

E. MODEL DEVELOPMENT
This study aims to investigate the ability of the ANFIS-mSG
algorithm for predicting the soil temperature. For this reason,

TABLE 2. The magnitudes of the tuning parameters of the developed
models.

the experimental dataset is divided into two parts; the first part
is used for training the proposed method, whereas the second
part is used for the testing phase.

In the training phase, the ANFIS-mSG begins by gener-
ating a random population x; each xi,(i = 1, 2, 3, . . .., N )
represents a solution.

This population is updated by the improved SSA and
GOA using a probability (pb) to switch between them as in
Equation 18:

pbi =
fi∑n
i=1 fi

(18)

where fi is the current fitness value. If pbi > rand(),
the improved SSAwill update the solution, else the GOAwill
be used.

The reason for using this probability is to overcome the
limitation of the original GOA, such as high computation
time, premature convergence, and getting trapped in a local
minimum. After this step, each solution is evaluated using
the fitness function and consequently, the prediction error is
calculated using Equation (17). The result of this equation is
used to check if the current solution is better than the best
solution or not. If true, the current solution will be saved for
comparison in the next iteration. This sequence is repeated
till meeting the stop condition which is the maximum number
of iterations. Then, the best candidate parameter is passed to
update the ANFIS model to start the testing phase.

In the testing phase, the ANFIS-mSG method receives the
test data to evaluate the candidate parameter of ANFIS. The
output of this phase is evaluated using seven performance
measures as shown below.

F. PERFORMANCE METRICS
Seven performance measures are presented which were used
to evaluate the proposed predictive models [57].

â Root mean square error (RMSE): It is computed by the
following equation:

RMSE =

√√√√1
n

n∑
i=1

(ai − pi)2 (19)

where a denotes the output values, p denotes the real values,
and n is the total number of items.

â Standard deviation (STD): It is computed by the follow-
ing equation:

STD =

√√√√1
n

n∑
i=1

(RMSE i − µ)2 (20)

where µ is the mean value of the RMSE.
â Mean Absolute Error (MAE):

MAE =
1
n

n∑
i=1

|ai − pi| (21)
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â Root Mean Squared Relative Error (RMSRE)

RMSRE =

√√√√1
n

n∑
i=1

(∣∣∣∣ai − piai

∣∣∣∣)2

(22)

â Average Absolute Percent Relative Error (AAPRE)

AAPRE =
100
n

n∑
i=1

(∣∣∣∣ai − pipi

∣∣∣∣) (23)

â Coefficient of Determination (R2):

R2 = 1−

∑
(ai − pi)2∑
(ai − µa)2

(24)

â Nash–Sutcliffe efficiency index (NES):

NES = 1−

∑
(ai − pi)2∑
(ai − µa)2

(25)

where, µa is the mean value of the a values.

IV. RESULTS AND ANALYSIS
The main motivation of the current research was to investi-
gate the feasibility of new hybrid intelligent models based on
the integration the viability of nature inspired algorithms for
optimizing the internal parameters of the ANFIS model and
modeling soil temperature at five different meteorological
station located in North Dakota, USA. The models were
trained using a univariate modeling procedure based on AT
data, including maximum, mean and minimum values. The
proposed hybrid predictive model and the competing models
were assessed and evaluated using statistical performance
indicators.

Figure 4 reveals two statistical performance metrics,
including MAE and RMSE, for the applied predictive mod-
els (i.e., ANFIS-mSG, ANFIS, ANFIS-DA, ANFIS-GA,
ANFIS-GO, ANFIS-GWO, ANFIS-PSO and ANFIS-SSA)
for all five meteorological stations (Baker, Beach, Cando,
Crary and Fingal). With respect to MAE and RMSE statis-
tics, the ANFIS-mSG model had the lowest magnitudes,
showing the best performance for all stations except Fingal
station where both proposed ANFIS-mSG and ANFIS-GA
models were at the top with 81% and 82% enhancement in
the case of RMSE and MAE, respectively, in comparison
with the ANFIS. The highest performance enhancement was
observed using the proposed ANFIS-mSG by (82% of RMSE
and 79% of MAE) at Cando station in comparison with
the least performed model (i.e., ANFIS-GOA). The lowest
MAE and RMSE values of ANFIS-mSG model appeared for
Crary, almost equivalent for both Baker and Fingal stations,
while slightly higher and simultaneously highest values of
the same matrices for Beach and Cando stations. In contrast,
the highest MAE and RMSE values appeared for ANFIS
model alone for all stations except Cando where ANFIS-
GOA ranked the highest for the same performance matrices
(See Table 3-7). This can be explained by the most unsta-
ble soil and air temperatures throughout 2010-2018, among

FIGURE 4. The magnitudes of (a) MAE and (b) RMSE of predictive models
in the testing phase for all meteorological stations.

all stations (Fig. 2), also this model supported the unsta-
ble variability. The second-best performing model was the
ANFIS-GA model of all stations except Crary station where
ANFIS-PSO scored higher than ANFIS-GA as per the same
values of performance matrices. This can be clarified due
to the capacity of the genetic algorithm and the particle
swarm optimization as a robust nature inspired optimization
algorithms for tuning the internal parameters of AI models
[50], [58]. In addition, this could be due to the extreme ST
traced within a year among all meteorological stations and
AT showed more observations of low temperature throughout
the years.

The second least performing predictive model was ANFIS-
GOA, followed by ANFIS-DA model as per the magni-
tude of MAE and RMSE metrics. The third best-performing
model came up with higher values of MAE and RMSE
(i.e., ANFIS-SSA) which can be a promising competitor
with ANFIS-GWO model, except for Beach station where
the RMSE value was higher for the ANFIS-SSA and nearly
similar with the MAE value. The variation of the results was
apparently owing to different geographical locations of Beach
among all meteorological stations and may cause the variety
in various metrological parameters (Fig. 1); in the case of AT
it exhibited the low variability with a year.

Figure 5a shows the scatter plots of actual and predicted
values of training and testing phases of all models for Baker
station. The ANFIS-mSG and ANFIS-GA performances
were at the top (R2

= 0.977) for Baker station and as well as
for all other stations where those two predictive models were
followed by ANFIS-PSO models. On the contrary, ANFIS-
GOA performed with least statistical matrices score and
was followed by ANFIS-DA and ANFIS models, whereas
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TABLE 3. Statistical performance of predictive models in the testing phase at Baker meteorological station.

TABLE 4. Statistical performance of predictive models in the testing phase at Beach meteorological station.

TABLE 5. Statistical performance of predictive models in the testing phase at Cando meteorological station.

ANFIS-SSA andANFIS-GWO remained at the average level.
It can be noted that, ANFIS-GOA consumed the highest
convergence time among all models, followed by ANFIS-
mSG. The least time was scored by ANFIS model alone,
whereas the remaining models took on an average form.

Figure 5b shows the agreement between actual and pre-
dicted values of ST for the training and testing phases
of the eight models at Beach station. The best perfor-
mance was by ANFIS-mSG (R2

= 0.967), followed by
ANFIS-GA and ANFIS-PSO, despite having high variance
in AT and a smaller number of the negative value of
ST in each year. ANFIS-SSA and ANFIS-GWO models

had typical prediction performance. However, ANFIS-GOA
and ANFIS models performed with lower predictability;
yet, were better than ANFIS-DA whose performance was
the least among all, with determination coefficient value
R2
= 0.722. The highest time consumption was observed

by ANFIS-GOA (T = 39.694 sec), followed by ANFIS-mSG
(T = 29.912 sec), while ANFIS-PSO (T = 6.581 sec) was he
least time-consuming model.

Figure 5c illustrates the training and testing phases of
the proposed and competing predictive models for Cando
station. The highest agreement between observed and pre-
dicted values was by ANFIS-mSG (R2

= 0.967) which was
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TABLE 6. Statistical performance of predictive models in the testing phase at Crary meteorological station.

TABLE 7. Statistical performance of predictive models in the testing phase at Fingal meteorological station.

almost similar to ANFIS-GA (R2
= 0.966) and ANFIS-

PSO (R2
= 0.965). These models performed better even for

negative values of AT that appeared more times and most of
the value of AT and ST were near to the mean value. The
distinguished least performance was by ANIFS-GOA model
in respect of R2

= 0.537 as well as T = 40.131 sec. The
remaining models performed average (ANIFS-SSA, ANFIS,
ANIFS-GWO and ANIFS-DA). In the case of time consumed
by each of the models, the least time spent was by ANFIS
model where ANIFS-GOA used up the highest, followed by
ANFIS-mSG.

Figure 5d shows the scatter plots of training and test-
ing phases of each model for Crary station. In this case,
ANFIS-mSG performed the best (R2

= 0.976), like-
wise for other stations. Another observation was that all
models performed well with the range of R2

= 0.975
(ANIFS-GA) to R2

= 0.953 (ANFIS). The ST and AT were
observed almost stable with its peak value as well through-
out the years. The ANFIS model had spent the least time
T= 2.952 sec. On the other hand, ANIFS-GOA expended for
the largest time (T = 39.515 sec), followed by ANFIS-mSG
(T = 33.999 sec). The remaining models did not have
a significant difference, the average time range was
6.5-11.4 sec.

Figure 5e presents the scatter diagram of training and
testing phases of the models to determine the relationship
between the actual and predicted values for Fingal station.
The ANFIS-mSG model showed the superior predictabil-
ity. Likewise, at Fingal station, the least performing model

was ANIFS-DA. ANFIS had an average performance in
accordance with ANIFS-SSA, ANIFS-GWO and ANIFS-
GOA, unlike other stations. Interestingly the time difference
among all models was noticeable. Highest times were noticed
for the ANIFS-GOA model, likewise other station, followed
by ANFIS-mSG. By contrast, the least time (2.824 sec) was
used by ANFIS and the remaining models had the average
range of time (6-10 sec) consumed.

Figure 6 presents the distribution of relative error of all
models for the testing phase for all stations. The demon-
stration laid out the equivalent interquartile range (IQR) of
ANFIS-mSG. In contrast, ANIFS-DA and ANFIS had unsta-
ble relative errors in the testing phase with noteworthy num-
ber of outliers. For instance, at Baker station, ANFIS has its
median value tending towards the 1st quartile (25 percentile of
relative error) with the highest peak value in the case of min-
imum as well as maximum, while in the case of ANIFS-DA,
it was opposite i.e. the median value was towards the 3rd quar-
tile (75 percentile of relative error). A distinguished position
of the boxplot was unveiled by all models which were slightly
on the upper side in comparison with other station.

The relative error at Beach station demonstrated no
significant IQR difference between ANFIS-mSG and
ANIFS-GOA. In contrast, ANIFS-DA, ANIFS-SSA, and
ANIFS-GWO displayed a gap with an important number of
outliers, along with the least IQR in the case of ANIFS-DA
model. The ANFIS model stood with the extreme point of
relative error along with the piece of IQR being higher than
value+1 among all models, likewise in the case of Crary and
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FIGURE 5. Scatter plots for training and testing phases for predictive models at a) Baker, b) Beach, c) Cando,
d) Crary and e) Fingal stations.
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FIGURE 5. (Continued) Scatter plots for training and testing phases for predictive models at a) Baker, b) Beach,
c) Cando, d) Crary and e) Fingal stations.
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FIGURE 5. (Continued) Scatter plots for training and testing phases for predictive models at a) Baker, b) Beach, c)
Cando, d) Crary and e) Fingal stations.
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FIGURE 5. (Continued) Scatter plots for training and testing phases for predictive models at a) Baker, b) Beach,
c) Cando, d) Crary and e) Fingal stations.
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FIGURE 5. (Continued) Scatter plots for training and testing phases for predictive models at a) Baker, b) Beach,
c) Cando, d) Crary and e) Fingal stations.
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FIGURE 6. Relative error for testing phase for predictive models at all meteorological stations: a) Baker,
b) Beach, c) Cando, d) Crary and e) Fingal stations.

Fingal stations. There was no weighty gap appearing in line to
IQR between ANIFS-PSO and ANIFS-GA except for higher
minimum value in the case of ANIFS-PSO.

Based on the relative error in the testing phase for Cando
station, the box plot exhibited no significant IQR difference

among ANFIS-mSG, ANIFS-GO, ANIFS-PSO and ANIFS-
GA, and the median value was slightly bending towards 1st

quartile (Figure 6c). However, for the case of ANIFS-SSA,
ANIFS-GWO and ANIFS-DA the median values were found
towards the 3rd quartile with outliers towards the minimum
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FIGURE 6. (Continued) Relative error for testing phase for predictive models at all meteorological
stations: a) Baker, b) Beach, c) Cando, d) Crary and e) Fingal stations.

error value. ANFIS and ANIFS-DA displayed significant
statistical differences i.e., least IQR value of ANFIS with
maximum outliers inside of the maximum error value, where
the opposite position of maximum outlies was found in the
case of the ANIFS-DA model.

Figure 6d displays the boxplot of the relative error for
the testing phase at Crary station. There was a noticeable-
position of median observed in the case of ANFIS-mSG
and ANFIS-GOA which was exactly between 1st and 3rd

quartile. There was no major important gap of IQR among
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FIGURE 6. (Continued) Relative error for testing phase for predictive models at all meteorological
stations: a) Baker, b) Beach, c) Cando, d) Crary and e) Fingal stations.

all models except ANFIS which had the largest value of IQR
and the median bending towards 75 percentile relative error
value. However, the performance of ANIFS-SSA, ANIFS-
GWO, ANIFS-PSO, ANIFS-GA and ANIFS-DA exhibited
the median value inclined to 25 percentile of relative error
value. Figure 6e shows a noteworthy gap for IQR boxplots of
ANIFS-GWO, ANIFS-DA, and ANFIS, whereas ANIFS-DA
was found with a maximum number of outliers in the case of
minimum as well as maximum, followed by ANIFS-GWO in
line with outliers but limited to the minimum error value only.
The median value of ANFIS and ANIFS-SSA slightly tended
towards 3rd quartile, while ANFIS had he largest value of
IQR among all models with the least relative error. There was
no substantial break between the IQR value of ANFIS-mSG,
ANIFS-GOA, ANIFS-PSO and ANIFS-GA; and the evident
point was the median value appearing exactly between 1st and
3rd quartiles.

It is worth highlighting that soil physical properties, such
as bulk density, moisture content, organic matter, and mineral
type, could affect the specific heat capacity and thermal con-
ductivity of the soil and in turn affect the diffusion coefficient
of soil temperature.With the increase in depth, the coefficient
of thermal diffusivity decreases in soil. Furthermore, the sur-
face temperature transfers with a smaller lag time to deeper
layers. Thus, with increasing depth, the heat flux changes
the temperature of a larger volume of soil and ST is reduced
further.

Soil thermal conductivity and soil moisture content (related
to soil texture) have a strong influence on soil temperature
gradients. Many hydrological, biogeochemical, biological
processes and atmospheric water cycle are influenced by tem-
perature and soil moisture. By definition, soil moisture refers
to the total water volume (water vapor included) in unsatu-
rated soil. Many microbes depend on water for their activity
and survival. The biogeochemical environment for microor-
ganisms is determined by soil moisture dynamics, as it
affects dissolved nutrient availability, including organic car-
bon, ammonium, and nitrate. Soil moisture is highly impor-
tant for microbial activity and diversity regulation. Despite
the importance of soil moisture, it has not been considered as
a parameter for weather prediction due to the complexity of
its routine measurement over large areas. Accurate prediction
of surface soil temperature can be achieved using analytical
models as long as all the necessary input parameters are avail-
able, although this process is not efficient always. Based on
the developed hybrid intelligence model, ANFIS-mSG, can
be an effective and simple technique of soil temperature mea-
surement since it does not require several input parameters.

V. CONCLUSION
This study aimed to predict ST using a univariate modeling
scheme by incorporating only the air temperature informa-
tion. It was evaluated the ability of the proposed hybrid intel-
ligence model (i.e., ANFIS-mSG) to predict ST at different
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meteorological stations (i.e., Baker, Beach, Cando, Crary and
Fingal) of North Dakota (ND), USA. The proposed hybrid
intelligence model was validated against several benchmark
models (i.e., ANFIS, ANFIS-DA, ANFIS-GA, ANFIS-GO,
ANFIS-GWO, ANFIS-PSO and ANFIS-SSA). The training
and testing modeling phases were conducted based on histor-
ical information of maximum, mean, and minimum air tem-
perature using daily records for nine years (1 of January 2010
- 31 of December 2018). Multiple evaluation techniques
including statistical and graphical were used to present the
predictive models. The modeling results acknowledged the
feasibility of hybridizing ANFIS model with optimization
algorithms (mSG) for building a robust and efficient predic-
tive model for soil temperature. The convergence time of the
proposed ANFIS-mSG was relatively acceptable; however,
the standalone ANFIS reported minimal time but with a high
level of prediction error. At Carary station, there was a slight
difference in the predictive performance among the devel-
oped hybrid models. The RMSE metrics was enhanced by
73%, 74.4%, 71.2%, 76.7% and 80.7% using the developed
ANFIS-mSG over the standalone ANFIS model during the
testing phase at Baker, Beach, Cando, Crary, and Fingal mete-
orological stations, respectively. In conclusion, the proposed
hybrid artificial intelligence (i.e., ANFIS-mSG) model was
found to be an efficient predictive model for soil temperature
based on univariate air temperature scenario.
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