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ABSTRACT Big data (BD) analytics is one of the critical components in the digitalization of the oil and
gas (O&G) industry. Its focus is managing and processing a high volume of data to improve operational
efficiency, enhance decision making and mitigate risks in the workplace. Enhanced processing of seismic
data also provides the industry with a better understanding of BD applications. However, the industry still
exercises caution in adopting new technologies. The slow pace of technology adoption can be attributed to
various causes, from the obstacles to the integration with existing systems, to cybersecurity for defending
the BD system against cyber attacks. In some applications using wearable devices, physiological and
location-tracking data also causes concerns related to workplace privacy implications. These shortcomings
give rise to uncertainties about the practical benefits and effectiveness of applying BD in O&G activities.
The objective of this paper is to perform a systematic review of BD analytics within the context of the O&G
industry. This paper attempts to evaluate technical and nontechnical factors affecting the adoption of BD
technologies. The study includes BD development platforms, network architecture, data privacy implica-
tions, cybersecurity, and the opportunities and challenges of adopting BD technologies in the O&G industry.

INDEX TERMS Big data analytics, O&G digitalization, Industry 4.0, data privacy and security.

I. INTRODUCTION
In 2019, BP’s Energy Outlook predicted oil demand will
continue to rise through the next 20 years, which may result
in a big gap in the petroleum supply. The outlook empha-
sizes the role of improving the efficiency of the production
chain through innovation to meet the increasing demand [1].
Many reports have mentioned the role of digital technol-
ogy to achieve higher value in the industry [2], [3]. Notably,
McKinsey & Company indicated that the typical offshore
platform only operates at 77% of its maximum production
potential. This shortfall amounts to $200 billion US dollars
in annual industry-wide revenue, which necessitates embrac-
ing advanced digital technologies to improve operational
efficiency [3]. Digitalization also includes the rigorous use
of big data (BD) analytics to bridge the performance gap
in oil and gas (O&G) operations, which is attributed to a
prolonged period of low oil prices and the inefficiency of
existing systems.
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The continuous advancements of data-gathering tech-
niques, the advent of smart wearables and the increas-
ing popularity of the Internet of Things (IoT) devices in
the field have significantly increased the amount of rele-
vant data [4]. The improvements in pervasive computing
devices, advanced storage capabilities and the new generation
of wireless networks have been opening more possibilities
for real-time applications, such as remote monitoring of
oilfields, illustrated in Fig.1 [2], [3], [5]–[7]. Embracing
advanced BD analytic tools can maximize the produc-
tion potential of a company’s assets as well as fill per-
formance gaps [3], [8], [9]. In terms of risk management,
it also contributes to the mitigation of the infectious dis-
ease outbreak, such as COVID-19 [10]–[12]. Transparency
Market Research predicted that the value of the global O&G
market with BD could reach $10,935 billion US dollars
by 2026 [13].

Unlike other industries, dealing with large quantities of
data is not a new issue for the O&G sector. For many
years, petroleum companies have invested in software for
seismic data processing and visualization, which helps them

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 61183

https://orcid.org/0000-0002-0066-5972
https://orcid.org/0000-0002-5169-9232


T. Nguyen et al.: Systematic Review of Big Data Analytics for Oil and Gas Industry 4.0

FIGURE 1. Concept of BD application for smart oilfield.

understand what lies below the earth’s surface and plan
how to extract it. This paves the way for the adoption of
BD technologies in the O&G sector at a faster pace with
more confidence. However, the digital transformation and
promotion of BD technologies in the O&G industry lags
behind other sectors. The connected services and networks
associated with BD deployment also raises questions related
to cybersecurity and data privacy [14], [15]. The legacy asset
base of an O&G operation is not built for cybersecurity, while
a lack of monitoring tools in the existing networks makes
the system vulnerable to cyber attacks [16]. Analyzing these
issues helps to develop a better understanding of BD benefits
and foster technology adoption.

In this paper, we conduct a systematic literature review of
BD analytics in the context of the O&G sector. This paper
aims to develop an understanding of technical and nontech-
nical factors affecting the BD technology adoption. The focus
of this paper is to evaluate the readiness of BD technologies
to support O&G operations. The following points summarize
the key contributions of this paper:
• This paper analyzes the opportunities and challenges of
BD analytics for the O&G industry. The analysis uti-
lizes evidence associated with recent BD deployments
in O&G to demonstrate the discussion points.

• Some standard tools and platforms for BD deployments,
including software database management and network
architecture, are reviewed. The review aims to evaluate
the readiness of BD technologies to apply in O&G appli-
cations.

• Some critical concerns about data privacy and cyberse-
curity, which limit the BD deployment, are examined.
The discussion focuses on the weaknesses of the current
regulatory framework and organizational management
in technology adoption.

The remainder of the paper is organized as follows. The
next section introduces the methodology to conduct this sys-
tematic review. Section III describes the specific properties
of BD and opportunities to apply it in the O&G sector.

Section IV presents review findings from the filtered arti-
cles. Section V summarizes standard tools and platforms to
develop BD applications. Regarding the importance of data
protection, section VI and VII explore data privacy and cyber-
security issues. Finally, lessons and conclusions are presented
in section VIII.

II. METHODOLOGY
The earliest records of applying data analytics were in
Mesopotamia about 7000 years ago where it was used to
monitor and control the cultivation of crops and herds. The
principle continued to grow over centuries with more appli-
cations and contributions to human history. In 2005, the term
‘‘big data’’ was coined by Roger Magoulas from O’Reilly
media [17]. The literature on big data is vast, with an increas-
ing number of research and development projects across mul-
tiple industries. The scope of the literature review described in
this paper is the O&G sector. We apply the method of an aca-
demic and general search outlined in Table 1 to investigate the
existing literature. The initial keywords-based search results
in 2150+ articles. Some of these articles may not discuss BD
research or implementation, but may only make a passing
reference to BD. We identify and remove these articles from
our article list using Voyant Tools [18]. Then, the resulting list
of articles is manually reviewed, using the paper’s abstract,
introduction and conclusion. This manual filtering resulted in
115 articles, whichwere reviewed comprehensively to answer
the following questions:
• RQ1: What is big data in Industry 4.0?
• RQ2: What are the publication patterns of BD related to
the O&G industry?

• RQ3: What are the key applications of BD in the O&G
sector?

• RQ4: What are the key challenges for adopting BD
technologies by the O&G industry?

TABLE 1. Article searching procedure description.

For RQ2, we extracted metadata, such as the title, year,
affiliation, type of publication, and nationality for further
analysis, which is presented in section IV. Also, we classify
the 115 papers into three groups:
• Concept paper: is an article presenting a theoretical and
simulation-based study to develop new solutions for any
specific problem. In some cases, the proposed concept
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is further validated by real-time experiments or field
deployment.

• Case-study paper: is an article studying the industrial
implementation of technologies, product development
and field tests.

• Review paper: is an article describing the technical/
non-technical review of the existing literature and
surveys.

Some articles describe both theoretical concepts and field
deployment.We classify these articles in both the concept and
case-study paper group with similar weights.

III. BIG DATA OVERVIEW
A. DEFINITIONS
Big data refers to voluminous sets of data. The data size
usually reaches Petabyte (=1024 Terabyte) or Exabyte
(=1024 Petabyte) [4], [19]. Data analysts attempt to extract
meaning and insights from raw data that will be useful
for decision making in different applications in industry.
In June 2018, Equinor initially disclosed all subsurface and
operating data from afield on theNorwegian continental shelf
to support learning, innovation and new solutions for future
energy extraction [15]. The complete set of data consists of
approximately 40000 files for the production from the Volve
field from 2008 to 2016. The size of the entire dataset is
about 4,206 Gigabytes, including data of geophysical inter-
pretations, the GeoScience OW Archive, seismic, well log,
production, reservoir models, and real-time drilling data.

Many studies attempt to define characteristics of BD,
including the procedure for collecting data and analyzing it
to extract valuable information. IBM focuses on three Vs:
volume, velocity and variety for their applications. Some
studies add veracity to highlight the trustworthiness of the
data, termed the four Vs. Value is also considered because of
the cost-and-benefit relation in data collection and analysis,
titled the five Vs. Other characteristics of big data are also
mentioned in Fig.2 [4].

FIGURE 2. Characteristics of big data.

B. OPPORTUNITIES IN THE O&G SECTOR
Many studies have indicated the benefits of BD deployment
in the O&G industry. Table 2 summarizes some notable
applications of BD in the O&G supply chain. In upstream

TABLE 2. Some potential BD applications in O&G.

O&G, the recent improvements of seismic devices, chan-
nel counting, fluid front monitoring geophones, logging-
while-drilling and measurement-while-drilling tools have
boosted the amount of data significantly. BD analytics
become an effective solution to manage and analyze these
data. For example, Joshi et al. replaced conventional tools
with the BD technique and Hadoop platform to analyze
the massive seismic datasets, identify critical geological
features, characterize the reservoir, and define geological
issues [20].

In midstream O&G, BD reduces the cost and carbon diox-
ide emissions of ship transportation. It also supports the mon-
itoring and maintenance of pipeline systems. By comparing
the current data with other data sources (e.g. the historical
data, maintenance reports, operator data, etc.), the analytic
system can detect and localize a leak in a pipeline [44],
[45], [59]. This strategy is also applied for equipment main-
tenance in other segments. Data analysis can provide the
performance trends of equipment and forecast hazardous
events. These advanced functions are beneficial for the main-
tenance scheduling, risk mitigation and safety management
during O&G operations. In some cases, BD can optimize the
large-scale management of O&G assets. For example, Repsol
collaborated with Google to launch a BD AI project for the
Tarragona integrated refining complex in Eastern Spain [49].
The target of this project is to maximize operational effi-
ciency, including energy consumption and consumption of

VOLUME 8, 2020 61185



T. Nguyen et al.: Systematic Review of Big Data Analytics for Oil and Gas Industry 4.0

FIGURE 3. The distribution of scientific articles to conduct the literature review in this paper.

other resources. It also attempts to increase unit reliability and
improve the economic performance of the refinery.

Many researchers have utilized the analytical capability
of BD in O&G trade and sales [57], [58]. BD analytics has
been used to understand the volatility of the financial market
and even forecast the price trends of various energy sources.
The crude oil price significantly affects the economic climate,
politics and financial markets at the macro level. The level
of expertise, the identification of critical parameters and the
complexity of problem formulation are other concerns in this
implementation [58].

C. CHALLENGES
The technology’s adoption demands considerable capital
investments and intensive efforts at every level of the orga-
nization, legal system and government. Although the O&G
sector has experience in processing massive amounts of data,
integrating BD analytics with existing systems raises many
technical and nontechnical challenges.

Technical challenges include how to deploy BD tech-
nologies effectively using available software tools and hard-
ware computing platforms. At present, there is no perfect
model of BD employment, which guarantees a high profit
improvement with the constraints of time and budget. More
technical discussions about BD deployments can be found
in section V. The BD system operation also raises many
issues of functionality, cybersecurity and maintenance. Fur-
ther study of cybersecurity is presented in section VII.

Within an organization, the deployment should also con-
sider the ethical dimension to satisfy the competency and
ethical standards of individuals and organizational manage-
ment [60], [61]. This helps to prevent incidents that affect
human lives, the environment, and the credibility of the O&G
industry [61]. Nontechnical challenges also include collab-
oration between departments to deploy and operate the BD
system effectively. Any issue, such as password resetting
to access personal accounts of field workers, can be time-
consuming because of the lack of communication between
the IT department and others. At a higher level of inno-
vation management, the implementation also gives rise to
concerns, such as standardization, data privacy, data owner-
ship and intellectual property rights [62]. The development
of legislation cannot keep up with the rapid development
of technology. New kinds of information have caused many
uncertainties in privacy protection. Surveillance data and
cross-border data are excellent examples of legal gaps in the
existing systems.More discussion of data privacy is presented
in section VI.

IV. REVIEW FINDINGS AND DISCUSSION
Our systematic review is conducted using 115 filtered arti-
cles covering multiple BD topics (Fig. 3(a)). In this section,
we attempt to analyze the publication pattern of these articles.
This work helps to reveal the current state of BD employ-
ments in the O&G sector.
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FIGURE 4. Google search results for ‘‘big data’’ in each industry.

A. SORTING RESULTS
1) PUBLICATION TYPES
Figure 3(c) presents different types of publications, including
concept, case study and review. Fig. 3(b) shows that the num-
ber of publications has increased significantly since 2015.
This feature partly shows the increasing interest of the O&G
industry in the adoption of BD technologies. The number in
2019 represents only a partial year.

2) LEADING COUNTRIES
Figure 3(d) presents the paper distribution in terms
of nationality and region. Notably, 16% of papers are
from international projects involving many countries, such
as [15], [63], [64]. This feature indicates the critical role
of international research collaborations in developing BD
technologies. Also, a large percentage of papers are from
the US and Canada, indicating significant interests in BD
technologies.

3) AFFILIATIONS
Figure 3(e) presents the distribution of article affiliation
(i.e. industry, academia and their collaboration). Most arti-
cles from academia explore new BD technologies and con-
cepts, which are researched and developed before being
adopted by industry. Notably, the interuniversity articles con-
tribute 28%, which points to the critical role of academic
collaborations for the effective utilization of shared datasets
and resources. Although some companies in the supply chain
exercise caution due to the disruptive changes of digitaliza-
tion, a large number of selected articles in our paper are
derived from the cooperation between academia and indus-
try. This indicates the industry’s efforts to capture the ben-
efits of BD technologies. This pattern of collaboration also
shows that the supply chain drives BD adoption in the O&G
industry.

B. LEADING OR LAGGING?
All the industrial sectors, including manufacturing, automo-
tive, aviation, healthcare, retail, O&G and mining industries,

TABLE 3. String for Google search by industry.

have developed different projects to deploy BD technologies
in their operations. However, the extractive industries
(i.e. O&G and mining) have taken a longer time to adopt BD
technologies. This can be verified using the Google search
engine, which is an attempt to define the number of arti-
cles mentioning ‘‘big data’’ together with a given industry,
as described in Table 3. Notably, for the mining industry,
we use the string ‘‘mining industry’’ to distinguish it from
‘‘datamining’’. The number of Google search results returned
indicates the attention level and popularity of BD technolo-
gies for the corresponding industry.

The results of this Google search test are illustrated
in Fig. 4. The healthcare and manufacturing industries show
the highest interest in BD technologies. Recent trends in
autonomous vehicles and personalized healthcare indicate
interest in BD technologies. Aerospace, O&G and mining
industries show less interest in BD adoption.

V. BIG DATA PLATFORM DEVELOPMENT TOOLS
This section discusses the readiness of technologies for BD
deployment. Many petroleum installations are in remote
hard-to-reach areas (i.e. deserts and open sea) and connected
by the Internet. A data management system is necessary
to organize these massive data for sharing and interopera-
tion. Exponentially growing data volumes also necessitate
more advanced resources for storing and accessibility. The
multi-spatial and multi-temporal data from multiple sen-
sors also challenges data management. Practitioners need to
define how to organize and map the multi-dimensional data
to a 1-D data array for wireless transfer. Handling metadata
and indexing efficiently are other challenges [63]. Select-
ing an appropriate computing platform affects the utility of
big data technologies. Especially in the beginning phase,
organizations mostly avoid the potential complexities and
considerable investments of on-premises systems. In recent
years, a range of technologies has been developed for BD
analytics. These tools, frameworks and algorithms can be
classified into three main areas, including data storage, data
processing and machine learning. The first two areas focus
on managing, accessing and processing massive amounts
of data. Machine learning is used to extract useful infor-
mation and knowledge from the processed data for future
exploitation [65], [66]. A further systematic review of O&G
machine learning applications can be found in [67], [68].
Many options for storing and computing platforms are
discussed below.
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A. BIG DATA APPLICATION ON A SINGLE SERVER
BD implementation involves a single instance of a server and
an operating system. An excellent example of this imple-
mentation is portable condition-based maintenance using
mobile and wearable devices [69], [70]. Instead of installing a
plethora of sensors throughout the plant, this strategy utilizes
the mobility of wearable devices for data gathering. These
data are transmitted wirelessly to a single server, to estimate
equipment performance trends and detect any defects in the
system [71]. As most of the computations are executed on a
single server, scalability can be achieved by installing more
computing units, memory, and faster processors within a
single server. This kind of vertical scaling platform (VSP)
is likely applicable to most of the software and easy for
hardware management. However, additional hardware instal-
lations requires considerable capital investment. It is also
challenging to predict expected future workloads to avoid
unnecessary installation [72]. We discuss some standard
hardware accelerator designs for BD on a single server.

1) HIGH-PERFORMANCE COMPUTING (HPC) CLUSTERS
This solution refers to the use of supercomputers having thou-
sands of cores to deliver massive computations. The systems
are optimized for speed, throughput and hardware-failure
avoidance. HPC is deployed in different disciplines, such
as seismic research for exploration, reservoir simulation,
high-resolution solid and fluid mechanics and high-fidelity
seismic data visualization. The computation executed on
HPC not only produces more accurate results for finding new
wells, but also boosts production from existing wells. As it
requires high-end hardware, the large initial capital invest-
ment is one of the solution’s drawbacks. It is not preferable
for some pilot BD projects [73]–[75].

2) MULTICORE CPU AND GRAPHICS PROCESSING UNIT
The more economical solution is a multicore CPU with
dozens of processing cores [72], [76]. CPUs can accel-
erate the execution of BD analytics using internal paral-
lelism. The computational tasks are broken down into many
threads. Each thread is executed separately in parallel on
each core. The processing power of the CPU can achieve
close to 10 Gflops. For example, the Intel Xeon Processor
E7 v4 Family has 24 cores, which allow 48 threads of exe-
cution simultaneously [77]. An alternative solution to mas-
sive parallelism is a graphics processing unit (GPU) with
more than 2500 processing cores, and achieving 1000 Tflops
of processing power. GPU also offers a higher degree of
parallelism, including the ability to communicate and syn-
chronize many threads. For the software implementation,
most of the programming languages provide libraries to cre-
ate computational threads and achieve parallelism, such as
the Parallel Computing Toolbox for MATLAB, Multipro-
cessing for Python, and PASL for C++. Notably, NVIDIA
has released many GPU-accelerated software libraries for
machine learning, deep learning and analytics with a CUDA

framework [78], [79]. These libraries will assist both the
practitioner and the programming language compiler in build-
ing and executing BD software.

Although CPUs and GPUs offer parallel computing, these
two hardware solutions have limited memory capacity and
access. In some cases, the low speed of memory access
can become a huge bottleneck, which makes the parallelism
inefficient [80]. New generations of GPU have attempted to
mitigate these issues. Upgrades use DDR5 memory, which is
many times faster than the traditional DDR3memory. A faster
cache for each multiprocessor is also developed to accelerate
the data access. Currently, the maximum memory per GPU is
12 GB. If the data size is greater than the GPU memory or if
the data size is on a terabyte scale, the GPU performance will
decrease significantly [72].

3) SPECIALIZED HARDWARE UNITS
Field programmable gate arrays (FPGA) and application-
specific integrated circuits (ASIC) also show the potential to
enhance parallelism for BD applications [81]–[84]. Online
recognition of mixed natural gas is an excellent example
of using FPGA to accelerate machine-learning computa-
tion [85]. The FPGA based system can classify the methane,
propane and ethane components of mixed natural gases with
the test error of less than 0.5% and provides responses in
several seconds. These solutions focus on integrated cir-
cuits, hardware design concepts and hardware-description
languages (e.g. Verilog and VHDL) to develop applications,
which in turn achieves better energy efficiency compared to
GPU [82], [84]. However, in some cases, the customized
hardware and the requirement of specific understanding of
low level hardware development affect the cost effectiveness
of the project. [86].

In 2016, Google released a series of ASICs for ML
applications named the Tensor Processing Unit (TPU).
TPUs were developed to run open-source TensorFlow ML
software [87], [88]. Compared to GPUs, TPUs have shown
better performance in computational speed and power con-
sumption, which allows the rapid execution of the inference
process of machine learning [84], [86]. Similarly, the neuro-
morphic chip is the other option to accelerate the computation
of BD training and the inference process. This technology
attempts to mimic the human brain and uses both analog and
digital signals for operation. An analog subsystem offers the
energy savings with a higher processing capability, while the
digital subsystem allows programming flexibility and better
precision and interfacing capability than do other digital sys-
tems. At the moment, these technologies are still far from
mature, and require significant research and development
efforts for future industrial applications [86], [89].

B. BIG DATA APPLICATION ON MULTIPLE SERVERS
This strategy distributes massive workloads across many
separate computing machines. The remarkable benefit of
this horizontal scaling platform (HSP) is that the system
can be scaled as required. It relatively requires less capital
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investment than VSP for hardware upgrading. However, soft-
ware implementation needs to handle all the data distribu-
tion and complex parallel processing. Currently, there is a
limited number of available software supporting this kind
of use [72]. In this review paper, we discuss peer-to-peer
networks, Apache Hadoop, MapReduce and Apache Spark.
There are other BD tools which are not discussed, such as
Apache Kafka for data ingestion, and Apache Cassandra for
storing raw data and processed results [90]–[92].

1) PEER-TO-PEER NETWORKS
This strategy utilizes a decentralized and distributed network
architecture connecting millions of machines. Each node in
the system (known as a peer) can store data and the size of
data storage is almost unlimited. Also, each node can com-
municate and exchange data using a message passing inter-
face. This interface implements the hierarchical master/slave
paradigm, which allows the dynamic resource allocation to
use the slave’s computational resources effectively [72], [93],
[94]. The main drawback of this interface is fault intolerance
because there is no mechanism for fault handling. Conse-
quently, a single node failure can cause the entire network
to shut down. The system also has issues related to commu-
nication bottlenecking, limiting data synthesis and realtime
processing.

2) APACHE HADOOP
This is an open-source framework, using clusters of com-
modity hardware and computers, to store and distribute
processing tasks. This framework offers scalable comput-
ing, performing parallel processing of massive datasets [4].
In other words, Apache Hadoop is a development framework
to implement the MapReduce programming model presented
in the next subsection [95]. Apache Hadoop consists of
two main components, including the Hadoop distributed
file system and MapReduce. The first is the database to
store a range of gigabyte, terabyte and petabyte files across
multiple computing machines. The general architecture of
Hadoop includes NameNode, DataNode, TaskTracker, and
JobTracker. MapReduce is typically a primary data pro-
cessing scheme with a JobTracker, to receive job submis-
sions from client applications. JobTracker will push work
out to all available TaskTrackers, as shown in Fig. 5. The
advantage of this Hadoop framework is that it maintains the
same performance of the computing and storage nodes. This
advantage allows us to schedule tasks on already existing
nodes and avoids moving data between nodes. However, the
centralization in JobTracker also creates performance
bottlenecks and scalability problems when the clus-
ter size and the number of applications related to
TaskTrackers increase [96], [97]. These limitations resulted
in the advent of Apache Hadoop YARN to decentral-
ize execution and monitoring. This provides more support
for realtime processing and other applications that can-
not wait for batch jobs to finish. Notably, YARN also
allows running multiple MapReduce processing engines,

FIGURE 5. High-level architecture of Apache Hadoop.

which in turn increases the data processing capability
significantly [96].

Apache Hadoop has been employed in multiple O&G
applications to handle a large amount of data, improve the
quality of analysis and provide strong supports for decision
making [98], [99]. For example, in the study of drilling infor-
mation, the conventional methods [98]–[100] aim to adopt
centralized and partial data, which is preferable to no realtime
and small-scale data processing. The development of drilling
technologies has increased the volume and variety of drilling
data information. These demands motivate the use of Apache
Hadoop for multidimensional analysis.

3) MAPREDUCE
MapReduce is designed as a simplified programming model.
Generally, MapReduce splits the data into chunks, and pro-
cesses these chunks by laying them out across all computing
nodes with a mapper. These resulting chunks of data are
then sorted and go through reduced operations before pro-
ducing outputs for the entire system [97]. MapReduce can
process large numbers of datasets in parallel using multiple
scalable clusters. These clusters are flexible and highly fault-
tolerant. MapReduce also provides the dataset services of
mapping (i.e. sorting and filtering) and reducing. Processing
pre-stack seismic data for oil exploration can amplify the
benefits of MapReduce. The MapReduce model has been
utilized to solve the parametric inversion problem of seismic
BD, which further reduces the uncertainty and extracts more
reliable seismic attributes in the analysis [97], [101], [102].
Additionally, the use of parallel technology in MapReduce
not only reduces the processing time effectively but also
guarantees similar fitness value computing times to those of
a single-machine deployment. One of the significant draw-
backs of MapReduce is its inefficiency when executing iter-
ative algorithms. After each iteration, the data need to be
written to the disk to pass them to the next iteration. This
structure creates a data bottleneck that degrades the perfor-
mance significantly [72]. MapReduce is recommended for
large-scale fault-tolerant data analysis.

4) APACHE SPARK
This is an open-source BD processing framework using mul-
tiple programming languages (i.e. Java, Scala, Python, and
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FIGURE 6. Characteristic comparison of different platforms to enhance
vertical scaling.

R algorithm) and is designed for fast computation. In some
classification applications, Spark is reported to work 100x
faster than Hadoop [103] because of its ability to perform
in-memory computations. This helps to eliminate the afore-
mentioned limitations of disk I/O for the Hadoop system and
to handle iterative tasks efficiently. This unique feature makes
Spark a next-generation data analysis paradigm.

In O&G applications, many projects attempt to replace
Hadoop with Spark for faster analysis of tasks such as indus-
trial alarm management [104], seismic data analysis [105],
production forecasting of unconventional wells [64], and well
casing damage prevention [41]. Remarkably, for gas lift well
surveillance, Spark has been employed to develop new online
realtime visual analytics of distributed temperature sensor
measurements [106]. The system can statistically learn fea-
tures from the measurements, predict the performance trends
of the gas lift valve and detect any anomaly. The fast compu-
tation has allowed the generation of realtime results to enable
immediate responses and prevent harmful consequences of
the valve failures on oil well performance.

C. COMPARISONS BETWEEN PLATFORMS
To better understand the general advantages and disad-
vantages of various platforms, the work described in [72]
included some evaluations for the VSP (hardware based)
and HSP (software based). In this paper, we present their
evaluations using radar charts (Fig. 6 and 7). The rating is
on a 1 (lowest possible) to 5 (best possible) scale in terms
of performance, including system/platform-dependence
(i.e. scalability, data I/O performance and fault tolerance) and
application/ algorithm dependence (i.e. real-time processing,
data size supported and iterative task support).

The scalability refers to the system’s capability to accom-
modate an increasing workload. HSPs receive better ratings
than VSPs because they require lower investment and effort.
Data I/O performance considers the data rate to transfer
to/from a peripheral device. In this case, VSP solutions, such
as GPU and FPGA, receive the highest rating because of their

FIGURE 7. Characteristic comparison of different platforms to enhance
horizontal scaling.

high throughput memory and high-speed data I/O operations.
The virtual clusters (i.e. Hadoop and Spark) receive a lower
score because of the bottlenecks and the use of limited net-
work access. Fault tolerance is also one of meaningful metrics
to evaluate the system’s operation in the case of component
failures [90]. Software developers of virtual clusters have
paid more attention to this element. Mechanisms for efficient
in-built fault-tolerance have been developed for the platforms
which receive the best rating amongBDplatforms. In terms of
realtime processing, although Spark andMapReduce can pro-
vide fast computing, its acceleration cannot be as fast as that
of vertical-scaling solutions, which conduct executions with
a single machine. Data size supported reveals the volume of a
dataset that a platform can process and manage efficiently.
In this case, VSPs cannot achieve better evaluation than
HSPs because of the limitations of onboard memories. Lastly,
the comparisons consider the ability of iterative task support.
The result of one interaction on VSPs can be transferred
easily to the next interaction. However, the rating score of
VSPs is only four instead of five, because most of the iterative
algorithms implemented in VSPs are not easy to modify and
update. The iterative tasks can be run on HSPs, but this is not
efficient compared to VSPs [72].

D. CLOUD, EDGE AND FOG COMPUTING
The network architecture design is also an important factor in
BD projects. This affects the speed of data transmission and
processing, especially in the case of realtime applications.
Three popular designs, including cloud, edge and fog com-
puting, are discussed below.

1) CLOUD COMPUTING
Cloud computing delivers computing services over the Inter-
net, including for servers, networking, storage, analytics
databases and intelligence. It is considered a robust architec-
ture to perform complicated large-scale computing tasks [92].
HPC clusters are utilized to develop cloud applications
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FIGURE 8. Networks of cloud, fog and edge computing with quantity
scale (red), implementation location (blue).

because of massive computing capabilities. Compared to
traditional IT resources, the remarkable benefits of cloud
computing technologies include parallel processing, virtu-
alized resources, security and data service integration with
scalable storage. Cloud computing development aims to
minimize the cost of capital investments in infrastructure
set-up, reduces maintenance efforts and achieves efficient
management [92], [107]–[109].

Limitations of available mobile networks cause traffic
congestion, large end-to-end delay of data transfer and the
considerable cost of processing massive data and commu-
nication. These issues necessitate the development of fog
and edge computing to efficiently manage and transfer a
large amount of data [110], [111]. Figure 8 demonstrates the
differences among cloud, fog and edge computing in terms
of where the data is processed and stored, as well as the loca-
tions of computing capability. In this paper, we distinguish
between edge and fog computing, although they have similar
features for using local networks to leverage the computing
capabilities. Themain difference between them is the location
where the data processing is performed. Edge computing
is deployed directly on the devices and on a gateway that
is physically close to sensors. Fog computing moves the
activities of edge computing to advanced processors.

2) EDGE COMPUTING
At the bottom level or downstream of cloud services, as illus-
trated in Fig. 8, edge computing focuses on centralized archi-
tecture to arrange computation to be performed at the edge of
the network. For example, a smartphone, gateway, micro-data
center and a cloudlet constitute the edge between the cloud
and mobile devices (i.e. sensor nodes, wearables, etc.) [112],
[113]. The rationale of edge computing is carried out at the
data sources rather than on the data centers. In this structure,
the edge components can process data locally, instead of
outsourcing them to the cloud [14], [113].

Consequently, system development can mitigate the
limited bandwidth which causes a bottleneck of data trans-
portation to the cloud. In some applications of monitor-
ing and control O&G equipment, the large amount of

data needs to be processed in realtime to make accurate
decisions [113], [114]. With the current network facility, it is
challenging to upload data to the cloud for an instant response
for just one vehicle. It is better to process these data at the
edge for a faster response time, lower network pressure and
more efficient processing. Medical wearable devices to track
the health status of a field worker are excellent examples of
edge computing [115], [116]. The health monitoring system
can utilize physiological data to achieve real-timemonitoring.
The database is also useful for early diagnosis of chronic dis-
eases, which in turn prevents future incidents. As computing
is performed at the data sources, the response time of the
system can be reduced significantly. Processing data at the
edge also helps to protect user privacy better than transporting
raw data to the cloud [117].

3) FOG COMPUTING
The fog is generally a cloud close to end users [118]. In the
middle level between the cloud and the edge in Fig.8, fog
computing is developed using decentralized computing archi-
tecture between the source and the cloud infrastructure to
process and store data [119], [120]. In this architecture, a very
high number of geo-distributed devices generate a ‘‘mini-
cloud’’ at the edge of the network. The edge devices in the fog
network will release some computing and storing resources
to support the demands of their neighbours [111]. In each
fog node, a decision is made to process data from various
sources or send them to the cloud for further analysis. Fog
computing attempts to organize and manage at the local level,
while cloud computing aims to optimize the use of global
resources.

Goscinski et al. [121] noted the critical role of fog com-
puting between a central cloud and IoT in BD applications
to enable the quick discovery of new hydrocarbon reservoirs.
A three-month hydrocarbon exploration program can gener-
ate one Petabyte of seismic data. Conventionally, these data
are transported manually in tape drives, using helicopters and
runner boats to centralized processing centers for seismic
data processing. The processing time takes a few months,
and the processing cost can reach $10 million USD for
1200 km2 of survey area [121]. Alternatively, the data can
be pre-processed at the fog level before sending them to
the cloud. This strategy makes data discovery faster and
less expensive. Additionally, the implementation of a smart
offshore platform can benefit fog computing [5]–[7], [117].
BD analytics for smart oilfields needs to process a diverse set
of sensors, such as gas density, fire/gas/H2S alarms, pipeline
pressure, temperature sensors flow monitoring and tank lev-
els. BD analytics needs to enhance the real-time processing
of resource-intensive emergencies and real-time monitoring
of sites. However, these benefits also result in higher invest-
ment in infrastructure and concerns related to data consis-
tency across a large network and the traffic going to the
cloud [110], [111].
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E. FACTORS TO CONSIDER WHEN SELECTING PLATFORMS
AND TOOLS FOR DEVELOPING BD APPLICATIONS
The comparisons between platforms and discussions of spe-
cific features of cloud, edge and fog computing have provided
useful information for BD analytics deployment. Three main
technical factors have been identified for better BD platform
selection [72]:
• Data size: is the most critical factor to predict the com-
putational demand and to decide whether to use single
or multiple servers. If a single machine can manipulate
the data, multicore CPU and GPUs are the best options
to accelerate the computation. If the data require the
use of multiple computing machines, Hadoop and Spark
are better solutions but have slower processing speeds,
particularly for iterative tasks.

• Processing speed or throughput optimization: refers to
the realtime processing capability of the platform. This
feature is essential in applications that require the results
to be generated in realtime for online monitoring and
maintenance [106].

• Model development: includes how the system performs
training and predicting phases. The training phase is usu-
ally conducted offline and takes some time to optimize
the parameters of the model. This phase also requires
increased effort, because the user needs to deal with
a large amount of data. In contrast, the prediction or
inference phases handle fewer data and use less compu-
tational time. Appropriate selection of the platform will
improve the success of model development.

On the other hand, BD service providers also play a critical
role in BD deployment. Enverus (formerly Drillinginfo) [8]
and Omnisci [122] are excellent examples of companies
providing BD tools for data analytics. Enverus provides
the service of rig analytics, which tracks more than 95%
of the US rig fleet daily. This real-time tracking allows
users to have access to information first, which in turn
makes decisions faster and outperforms the competition.
The analytics also tracks drilled-but-uncompleted (DUC)
wells and rig activity over time to predict future production
performance.

VI. DATA PRIVACY
Workplace surveillance and monitoring using cameras can
reduce safety risks and undesirable incidents, especially in
hazardous areas in O&G facilities (e.g. drilling rig [123]).
Apart from safety benefits, these collected camera images
also introduce significant challenges for privacy and security
protection [124]–[127]. Some non-personal data can become
personal data if these data are associated with a specific
individual (e.g. the tracking of the field vehicle location).
In that case, how does the data management system classify
the data sources and assign appropriate safeguards? This
section attempts to discuss some concerns about data privacy
when deploying BD technologies.

A. NOTABLE LAWSUITS ASSOCIATED WITH DATA PRIVACY
The Arias v. IntermexWire Transfer lawsuit filed in 2015 was
related to the Xora app, which allowed the company to track
employee GPS location [128]. The use of the app by employ-
ees was one of the requirements of the job. The plaintiff
expressed her discomfort to her supervisor and uninstalled the
app. Consequently, she was fired. The plaintiff sued Intermex
for privacy invasion and unfair business practices. Although
the case was ultimately settled out of court, it raised the
awareness of employee privacy issues. Similar cases associ-
ated with location tracking devices are the Elgin v. Coca-Cola
Co, and Cunningham v. New York Department of Labor
lawsuits [128]. These cases have established some possi-
ble parameters for the privacy claims of electronic device
monitoring. Employers have a legitimate interest to track
employees during on-duty hours and no legitimate interest
during off-duty hours. It is challenging to define the dif-
ferences and distinguish between on- and off-duty status.
However, electronic devices are likely to be found with the
employee. How should privacy protection be applied when
the company would like to track the company-owned devices
of the off-duty employee? Moreover, the study also indicated
that the courts might be more amenable to privacy claims
arising from electronic device tracking [128].

B. GOVERNMENT REGULATIONS
These lawsuits raised the awareness of privacy protec-
tion when adopting technology and offer good opportuni-
ties to improve the quality of existing regulations. Even
though many countries have developed regulatory frame-
works for data protection and privacy implications (presented
in Table 4), these regulations still show many limitations and
need more clarification, especially with the involvement of
multiple companies in the processing of shared data. For
example, regarding the operational data from upstreamO&G,
Vega-Gorgojo et al. reported the complication of data man-
agement, due to the contract determining the data owner-
ship [129]. Also, the legislation of data is unclear and must be
clarified to address issues of liability. Lu et al. have indicated
the demand for privacy requirements during BD collection,
storage and processing [127]. These requirements aim to
balance BD benefits and individual privacy preservation dur-
ing data collection, storage and processing. In the collection
procedure, the system attempts to collect data from different
sources, which increases the possibility of eavesdropping and
accidental leaks. The collection procedure should apply phys-
ical protection methods and information security to protect
personal and sensitive data. In storage, privacy protection is
more critical. If the protection fails in one user account, more
individual information is likely disclosed. The processing
procedure is more complicated because of the engagement
of other organizations and data sharing.

Cross-border data flows are another concern in privacy
protection because machines for storing and processing
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TABLE 4. Data privacy regulation in some countries.

can be located in different countries. Regulatory gaps still
exist because legislation is different for each country [129].
Fietkiewicz et al. highlighted the unequal protection of data
by US and EU legislation systems [130]. Instead of develop-
ing a comprehensive and single regulation system, theUS leg-
islative system considers data protection in specific domains
(i.e. healthcare, communications or financial services). This
raises more uncertainties in the accurate classification of a
domain for the work of data processing, and for the company
providing analytic services.

C. STANDARDIZATION
Apart from government regulations, many studies have
pointed to the pivotal role of developing new standards to
support BD management [131], [132]. To date, standardiza-
tion has not been practiced for field data. This results in
structured (e.g. portable document format), semi-structured
(e.g. log files) or unstructured data (e.g. Excel spread-
sheets). It also leads to the development of data integra-
tion platforms using different standards and visualizations.
In some cases, the data are typically stored in separate
locations without a connection to a shared database. As a
result, data integration requires additional effort for inter-
pretation, and becomes impractical with limited budgets and
time [131], [133].

The standardization process involves engineers, technical
experts, and regulators to generate a technical solution that
balances the competing interests and benefits of technolog-
ical compatibility. The US issued the first standardization
documents for BD in 2015 (i.e. NIST Special Publication
1500). Canada and other countries have taken a longer time
to prepare standardization roadmaps because of limited expe-
rience and support [131], [133]. The lack of standards is a
barrier to the growth of BD applications in the O&G sector
and other industries. Many worldwide organizations involved
in information and communication technologies may be sit-
ting on the sidelines but are compelled to adapt to the rules
set by US tech giants. This limitation raises many regu-
latory uncertainties regarding the deployment of advanced
analytic tools, contributing to the low pace of technology
adaption [131]. The development of foundational standards
is necessary to support BD deployment and collaboration in

different organizations. The standardization roadmaps also
identify gaps and make recommendations for action nation-
ally, regionally, and internationally.

D. DATA PRIVACY PRESERVATION IMPLICATION
IN THE WORKPLACE
Although outsourcing data to the cloud helps to offload mas-
sive computation, field operators and end-users lose physical
control of the data and allow access to other parties to per-
form analysis [134], [135]. In the study of wearable devices
(e.g. Fitbit, Jawbone) for fitness applications, studies have
reported that the company failed to disclose enough infor-
mation to the end-users about the amount of collected data
and the engagement of third-party companies in data process-
ing [130], [136], [137]. This lack of informationmay give rise
to conflicts between employees and employers, which affects
consumer trust and company reputation [124]. For exam-
ple, the employer can utilize surveillance data to evaluate
employee performance even when off-duty. Health-tracking
data can be the basis for an employee to sue an employer for
unhealthyworking conditions [136]. Richardson et al. recom-
mended consideration of these concerns as new opportunities
to upgrade existing systems rather than stifling innovation
to avoid lawsuits or other unwanted consequences [136].
An effective management system can navigate the privacy
implications of new technology in the workplace. The own-
ership of data and the information on data usage should be
clarified clearly in the employment contract. In some cases,
within a company structure, a new department is necessary
to deal with data privacy. To prevent a breach of privacy,
Chibba et al. proposed embedding protective privacy mea-
sures into the design of BD systems, networked facilities and
business practices [124]. Similar cases of privacy harm can
occur in O&G applications. Experiences from other indus-
tries are useful lessons for the deployment of BD analytics in
the O&G sector. In terms of technical solutions, developing
mechanisms for access control and tools for data protection is
necessary. This allows sharing the data only with authorized
users and accomplishes the policy of preserving privacy. The
next section will evaluate the cyber-security implications in
the O&G sector as well as introduce some standard tools to
protect data against cyber attacks.

VII. CYBERSECURITY ISSUES IN BIG DATA SYSTEMS
The discussion of information confidentiality and data pri-
vacy necessitates the review of cyber-security implica-
tions. In recent years, cyber attackers have targeted many
organizations and companies with increasing frequency and
sophistication. In different countries, various strategies have
been applied to govern cybercrime as well as support the
economy and public safety [138]. However, cybersecurity
is relatively immature, and strategic plans are limited in
the handling of these cyber issues such as cyberterror-
ism, industrial espionage, disruption operations, and the
theft of company data [16], [139], [140]. The exponential
growth of cyber-physical systems also magnifies security
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FIGURE 9. Severity of cyber attack evaluation for upstream O&G [16]
presented in bar chart.

challenges [141]. Technological adoption requires O&G reg-
ulators to pay more attention to security and cyber attack
issues. Srinivas et al. have reviewed the roles of government
regulations in cybersecurity [142]. In this paper, we dis-
cuss the role of O&G companies in the deployment of BD
technologies and cybersecurity solutions to defend a system
against cyber attacks.

A. SEVERITY EVALUATION OF EACH O&G SEGMENT
1) UPSTREAM O&G EVALUATION
The authors of [16] conducted a cyber vulnerability and sever-
ity evaluation for upstream O&G operations. In this paper,
we re-present their evaluation in the form of a bar chart as
Fig.9 before conducting further analysis. This helps to prior-
itize security for the most critical and risk-prone activities.

The exploration stage has the lowest profile of cyber vul-
nerability and severity. The first two operations, geophysical
surveys and seismic imaging, deploy a closed-data collection
system and a single vendor ecosystem. A cyber attack on
these two operations would have a low financial impact and
low probability of causing business disruption. Exploratory
and appraisal drilling receive higher risk profiles because
this operation includes many elements of the development
stage. An excellent example of cyber attack in this stage is
the 2011 Night Dragon [143]. Utilizing remote administra-
tive tools, the hacker disabled proxy settings and stole the
data associated with field exploration and bids from many
O&G companies for many years. Generally, the existing
exploration workflow operates with a relatively low cyber
risk profile. However, technology adoption may increase the
risk because of the significant boost of data processed in
HPC clusters. In future realtime applications, these explo-
ration data will be fed into the next stages of upstream O&G
(e.g. drilling plans, completion designs, and reserve esti-
mates), which in turn multiplies the cyber attack effects [16].

In the development stage, O&G well development is
also exposed to cyber incidents. The development drilling
operation receives the highest severity evaluation of cyber
attack because of the high number of drilling activities,

the complicated ecosystem and the involvement of multiple
engineering firms. The diversity of this business makes it
challenging to build a single cybersecurity protocol. Cur-
rently, drilling and computer systems are designed following
the concept of an isolated network (e.g. located in remote
hard-to-reach places), providing a natural defence against
cyber attacks. However, the future scenario of real-time
monitoring offshore rigs [5]–[7], when all subsystems are
interconnected for data visualization and transportation from
anywhere in the world, allows hackers to access more infor-
mation [144]. Notably, the delayed responses are partly
attributed to the lack of the workers’ knowledge about the
inputs and outputs of the computer systems controlling rig
operations.

The final stage refers to the operations of production and
abandonment. Similarly, the legacy asset base, which was
not built with consideration of cybersecurity, and the lack
of cyber defence tools can explain and magnify the cyber
vulnerability of a production operation. The cyber attack
on Saudi Aramco in 2012 is an excellent example of the
weakness of legacy IT system. The attack, which resulted
in the damage of 30,000 computers, attempted to stop O&G
production in Saudi Arabia and prevent resource flow to
international markets [145]. The final stage of the upstream
chain, including well intervention, workover and abandon-
ment, receives a lower profile of cyber vulnerability [16],
[145], [146]. The work described in [147] indicated that
75% of global petroleum production is controlled by resource
planning systems, and these systems encounter many cyber
risks both from the top segment (i.e. IT systems) and the
bottom segment (i.e. the field hardcore legacy operating
technology systems). As a result, the cyber attack conse-
quence could be severe in both the top and bottom segments.
Well intervention, workover and abandonment operations,
which are ranked with lower cybersecurity risks, focus on
well diagnostics, mechanical replacement and maintenance
work. However, the increasing use of interoperable equip-
ment, developed by open-source software platforms with
human-machine interfaces, can raise the cyber risks.

2) MIDSTREAM O&G EVALUATION
Data related to the flow from production reaching a refin-
ery are also attractive to the hackers. Protecting pipeline
networks against remote cyber attacks is one of the biggest
concerns for midstream O&G [148]. Any manipulation of
these flow values can create reporting discrepancies between
producer and refinery companies, which negatively affects
the company relations and stock prices [149]. The costs of
cybersecurity pipeline incidents also include the cost of busi-
ness interruptions and damage to third parties, the physical
plant, equipment and control systems. The pipeline soft-
ware management system is commonly built on supervisory
control and data acquisition (SCADA) systems that allow
operators to monitor and control many aspects of operations.
The benefits of the SCADA system are to reduce operating
costs and improve system efficiency. However, hackers can
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FIGURE 10. Severity of cyber-attack evaluation for downstream O&G [16]
presented in bar chart.

take advantage of the SCADA system to disrupt pipeline
services and cause spills, explosions or fires [150]. For exam-
ple, in 2012, the UglyGorilla group conducted a significant
attack on two dozen US natural gas utilities to steal sensi-
tive data from gas pipeline companies. Similarly in Canada,
Telven, which manages about 60% of the O&G pipelines in
the Western hemisphere, also experienced mysterious cyber
attacks to the IT systems and internal firewall [151]. In 2018,
Energy Transfer reported a cyber attack that shut down a
main pipeline data network in the US [152], [153]. The attack
raised the awareness of the vulnerability of gas pipeline net-
works and the demand for sufficient cybersecurity defences
to ensure resilience.

3) DOWNSTREAM O&G EVALUATION
Similarly, cyber attackers have targeted downstream O&G
companies for years with increasing frequency and sophis-
tication. The work described in [16] evaluated cyber vulner-
ability and severity for downstream O&G operations. Their
evaluation is re-presented in Fig. 10 before conducting further
analysis.

The highest risk is for the operation of plant-wide utilities
and operation-specific controls, which are associated with
safety equipment, and high pressure and high temperature
processes (e.g. compressors, pumps, reboilers, electric power
generator). Any damage to the plant utilities and the loss of
control of equipment can lead to process failure or a shutdown
of the entire refinery system. Generally, the equipment in
a refinery is monitored and controlled by human operators.
Sensor feedback, algorithms and setpoints are utilized to
input parameters and supervise the process. In the deploy-
ment of BD, this equipment is interconnected, which in turn
increases the complexity of the process significantly. The
interconnectedness is beneficial from the operational view-
point but provides additional attack surfaces and exposes
large parts of the facility to a cyber attack [154]. The world-
wide hijacking of the Stuxnet computer worm on industrial
control systems (ICS) in 2012 exemplifies the downstream
cyber attack. The group targeted computers that are used
to operate refineries, pipelines and power plants [145].

Compared to the virus, the computer worm can be
self-executable and manipulate an operating system until it
achieves the intended target. Additionally, the lack of public
information regarding the damage caused by Stuxnet (partic-
ularly in Iran, China, and Pakistan) also raised more chal-
lenges for the evaluation of the malware’s potency [155].

Logistics software and activities may show relatively less
risk. Their incidents are limited to delays and communication
challenges which affect third-party personnel. For example,
in 2015, hackers targeted at retail gas stations across the US.
The automated tank gauges, which are used to measure gaso-
line levels, were manipulated to cause alerts and shut down
the fuel flow [145].

B. CYBERSECURITY SOLUTIONS FOR BD NETWORKS
Opportunities for cyber attacks are enhanced in various forms
with the increasing levels of complications and include the
virus, phishing attack, trojan horse, worm, ransomware, spy-
ware, unauthorized access and control system attacks [142].
The cyber attacks attempt to invade the operational, power
and cyber-physical systems. They allow intruders to steal sen-
sitive information and damage the system’s operation [156].
Many cybersecurity solutions have been implemented to pro-
tect the system against cyber attacks.

1) IDENTITY AND ACCESS MANAGEMENT SOLUTION
This protection solution is necessary, especially at the end-
points or the edge of the network (i.e. mobile devices, laptops
and servers). It allows the individuals to access the resources
for appropriate reasons at the right time [139], [157]. This
solution encounters challenges in increasingly heterogeneous
technology environments.

Password, passcode and personal identification num-
ber (PIN) protection are a conventional approach to digi-
tal identity and widely used in different areas. A password
is generally a string of characters allowing a person to be
identified and log into the system. Although this technique
is simple, password management is also challenging, par-
ticularly with decentralized operations extending to remote
oil fields and offshore platforms. In these cases, the field
personnel tend to share passwords, which can result in unau-
thorized access to the system. Further, the high reliance
on the IT department likely affects operational productiv-
ity, especially in the case when remote employees forget
their passwords [158]. For hackers, a brute-force attack will
be useful to obtain the password information. This is a
trial-and-error method submitting all possible passphrases
to the system until the correct one is found [159]. For
example, the Lyceum threat group conducted many cyber
attacks targeting O&G firms in the Middle East in May 2019.
This method allowed the group to access compromised
email accounts from within victim companies before sending
the emails with a malicious attachment to other company
departments. If a person clicks on the malicious attach-
ment, DanBot malware is downloaded directly to the net-
work, which provides remote higher-access capability to the
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attacking group [160]. Limiting the number of failed login
attempts can prevent a brute-force attack, but the result-
ing delays of a system reset can be costly because of the
associated downtime.

Biometric matching is an advanced approach to identifi-
cation and authentication [161], [162]. The method utilizes
a set of recognizable and verifiable data that are specific
and unique to the person, including physiological (e.g. fin-
gerprint, hand, face, iris, DNA) and behavioral (e.g. signa-
ture, voice, keystroke) features. Matching the template data
with the person’s characteristics will determine resemblance
and identify the person. Compared to the password solution,
biometric keys are more difficult to copy, share, forget, lose
and guess [142]. These notable features make the biometric
technique more reliable and secure, satisfying authentication
requirements. In the last few years, fingerprint and face recog-
nition techniques have been employed to increase the secu-
rity level of some commercial smartphones. However, O&G
field workers need to wear protective gloves and goggles,
which challenges the use of biometric matching for industrial
mobile devices.

2) DATA ENCRYPTION SOLUTION
If the attackers remain in the network for a longer time with-
out detection, the breach will cause more damage. The pur-
pose of the encryption solution is to prevent privacy leakage
via access and mitigate cyber attack damage [134]. Encryp-
tion transformation makes data unreadable without autho-
rized access and the decryption key [163]. Ciphertex [164]
and Thales [165] are examples of software companies pro-
viding encryption services for the O&G sector. Solutions
should be scalable and easy to set up without disruption,
replacement or relocation of the network facilities [166].
Encrypting seismic data is an excellent example of BD appli-
cations. Although the significant volume of seismic data may
overwhelm the hackers, securing the sub-surface cloud data
to prevent industrial espionage is necessary [16]. Encryp-
tion is enhanced using an isolated token generation sys-
tem, which replaces the sensitive data with a non-sensitive
equivalent [167]. The applications are then executed using
tokens, which offers no value for hackers, instead of using
actual data. Similarly, in Schlumberger’s ‘‘cyber hygiene’’
security strategy, the company employed network segmen-
tation and encrypted every machine, server and database.
These efforts have rejected the majority of cybersecurity
threats [168]. Similar to the password solution, the man-
agement of the decryption key is also challenging. In some
cases, the exchange of the key might be complicated and
impractical because of a key’s remote location and the face-
to-face meeting requirement.

3) THE INDUSTRIAL CYBERSECURITY PLATFORM SOLUTION
The industrial cybersecurity platform provides many compre-
hensive tools for protecting and defending the ICS network
against malware and hacking-based attacks [139]. It uses soft-
ware which can track asset changes over time to determine

malicious activities and potential threats [169], [170]. Some
software companies provide this industrial cybersecurity ser-
vice for the O&G sector, such as Dragos [171], Sentry [172]
and CyberX [173]. Moreover, for further defence, the plat-
form also tracks hacker activities targeting ICS of O&G com-
panies. For example, Dragos is an industrial cybersecurity
platform tracking the following five hacker groups [174]:
• Xenotime group caused the disruption at O&G facilities
in Saudi Arabia (2017) and in European, Middle Eastern
and North American regions (2018).

• Magnallium group has targeted petrochemical and
aerospace manufacturers of Saudi Arabia, Europe and
North America since 2013.

• Chrysene group initially gained attention in 2012 with
cyber attacks on Saudi Aramco. The group’s initial tar-
gets include petrochemical, O&G and electric genera-
tion industries in the Gulf region. Recently, the group
evolved to target other areas.

• Hexane group focuses on O&G and telecommunications
located in Africa, the Middle East and Southwest Asia.
The group has been identified since May 2019, but there
is limited publicly available information.

• Dymalloy group performs highly aggressive and capable
activities for long-term and persistent attacks on IT and
operational systems. This group targets Turkey, Europe
and North America.

Other techniques and tools such as firewalls, antivirus soft-
wares, and secure smartphone apps also contribute to cyber-
security enhancement with different protection levels [139].
The use of these security solutions depends on the particular
systems and conditions of application.

VIII. CONCLUSION
This paper has presented a systematic review of BD ana-
lytics in the context of the O&G industry. Recent deploy-
ments of BD technologies have improved operational effi-
ciency and maximized asset value. Also, this paper reviewed
the readiness of tools, platforms and network architecture
for BD development. Recent improvements in data com-
puting, storing and cloud technologies have improved com-
putation capability, which in turn opens new opportunities
for real-time monitoring applications such as smart-oilfield
and smart-refinery. BD deployment also raises many con-
cerns about data management and protection. We analyzed
the issue of data privacy in terms of regulations, standards
and cross-border situations. We analyzed the severity of
cyber attacks for upstream, midstream and downstream O&G
industry, using recent O&G incidents as practical examples.
From our understanding of the reviewed topic, we can sum-
marize the major lessons we learnt as follows:
• The publication pattern from the filtered articles in this
paper reveals the demand for international collabora-
tions and the primary role of supply chain companies
to develop BD technologies for the O&G industry.

• Governments have been aware of data privacy issues
when deploying BD analytics. Despite many efforts to
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develop and upgrade legal systems for better privacy
protection for Industry 4.0, regulatory gaps among coun-
tries still exist and cause many difficulties in managing
cross-border data.

• BD deployment needs to address IT problems associated
with cybersecurity. The use of advanced software tools
and platforms is necessary to detect and defend systems
against cyber attacks. Some improvements in the level of
management and communication between IT and other
departments are essential to reduce the response and
reset time of the system under cyber attack.

These issues have affected the pace of technology adop-
tion and the efficient application of BD in the O&G sector.
Addressing these issues provides an excellent opportunity
to upgrade existing systems and capture the benefits of
BD applications. Digitalization also includes the adoption
of digital twins, wearable computing, artificial intelligence,
blockchain and robotics. Future work will evaluate the pos-
sibility of integrating BD with other advanced technologies
within a unified environment.
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