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ABSTRACT The peer-to-peer (P2P) paradigm has become very popular for storing and sharing information.
In most P2P systems, peers are connected by means of a limited range of uniform networks, leading to issues
when some connected peers are isolated from the others. In order to address such issues, isolated peers rely
on devices with long-range networks to relay their messages. However, since long-range devices can move
freely, the set of connected peers may lose their connection. Hence, it is important not only to identify, but
also tomaximise the area known as the safe region (SR) where a long-range device canmove freely while still
maintaining connection with its peers. This paper illustrates an innovative and generic monitoring framework
that addresses the issues related to frequent query location updating using a systematic approach. In our
approach, we propose to apply the Reverse Nearest Neighbourhood (RNNH) concept in a P2P environment
to efficiently identify and maximise the irregularly shaped area of the SR up to four times for the potential
movement of the long-range devices. It was found that there is no need for costly re- computation when
the query is retained within the SR. Monte-Carlo simulation was performed to calculate the area of the SR
by weighing in shape irregularity. Experimental results demonstrate the effectiveness and efficiency of our
approach.

INDEX TERMS Moving query, query processing, reverse nearest neighbourhood, safe region.

I. INTRODUCTION
The growing importance of location-based services has led
to a new range of real-time services such as location-based
social networking that uses GPS to locate users and allows
them to broadcast their locations and share information via
their mobile devices. Many of these systems are based on
a centralised station [1], [2] (see Figure. 1); i.e., the entire
system relies on one central point. Therefore, if the central
point is unavailable or shut down, thewhole network becomes
unavailable. Another problem is that some points may not be
reachable from the base station if they are outside its range,
such as p5 as shown in Figure. 1. These centralised systems
are susceptible to base station failures and isolated points
issues.

In response to the limitations of centralised systems,
the emergence of mobile peer-to-peer (P2P) systems offers
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a promising solution. P2P overcomes the central failure (base
station) and isolated points, where points can communicate
or exchange information with their reachable surrounding
points via short-range wireless communication (e.g. Blue-
tooth, Ad Hoc WiFi etc.) [3]. These interconnected peers in a
P2P system form a neighbourhood [4]. Figure 1b shows how
a P2P environment can overcome the failure of a centralised
base station issue by eliminating the need for such stations
and allowing more points, such as p5 (similarly p6, p7, p8
and p9), to communicate with the network environment.
Although the P2P system has overcome problems related to
the centralised base station and isolated points, this method
can still cause a new isolation problem such as the isolation
of neighbourhoods as illustrated in Figure 1b. Here, the neigh-
borhoods are unable to communicate with each other due to
their limited communication range.

Most studies on P2P systems focus on short-range com-
munication systems, leading to the isolated neighbourhoods
problem. However, one study has proposed the design of
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FIGURE 1. Centralised systems versus P2P systems.

a LoRa wireless mesh network system by combining two
types of communication: short-range and long-range [5].
With two types of communication, a system can overcome
the problem of isolated neighbourhoods by enabling the two
neighbourhoods to communicate with each other through
long-range communication. The short-range communication
device enables communication among the peers within a
neighbourhood. On the other hand, the long-range device
serves as a bridge that transfers information between neigh-
bourhoods and ensures that the entire network is connected.
This system differs from the base station in a centralized
system, in that the base station is solely responsible for trans-
ferring information from one point to another point; hence,
when a base station is down, the whole network fails.

In the proposed RNNH-based P2P networks, neighbour-
hood members with short-range communication rely on
long-range devices to build a complete network environment
as presented in Figure 2, where long-range and short-range
communications are depicted by the dashed lines and solid
lines, respectively. However, the movement of a long-range
device away from the short-range members can affect the
communication between the short-range members and the
long-range device. The long-range device may move to link
with other neighbourhoods but, if it moves too far away,
it could lose its own neighbourhood members. The main

goal, therefore, is to avoid losing the current neighbourhoods
when the long-range device moves. To handle this issue,
we propose to find a safe region (SR) for a moving long-range
device: a boundary within which a long-range device can
move freely. Finding an SR for a moving long-range device is
an important aspect of keeping its neighbourhoods unchanged
and a solution for ensuring that the neighbourhood members
remain connected to the long-range device when it moves.

To illustrate the need for SRs in RNNH-based P2P net-
works, let us consider a real-life example of disaster manage-
ment involving bushfires which pose great danger to those
affected, and need to be handled swiftly and reliably [6].
During the Australian summer, dozens of fires burn across
the country and residents brace themselves for catastrophic
conditions [7]. In Figure 2, people living in bushfire-prone
areas often have to leave dangerous areas as a matter of
urgency; therefore, support for people in these locations must
be maximised. In this kind of natural disaster, local people are
disconnected from the centralized base station and communi-
cation between people in one neighbourhood can be achieved
via Bluetooth or WiFi (short-range device). A resident in that
area can take advantage of his short-range device to contact
other people within his communication range and find out,
for example, the location of the nearest shelter. It is likely
that some people in his area already have such information,
and that their mobile devices have stored the answer to his
query. A moving long-range device operated by the rescuer
enables communication between two neighbourhoods and
passes instructions and information between victims. The res-
cuer must therefore move within the limits of a certain region
between the neighbourhoods in order to keep in touchwith his
neighbourhood members. Therefore, in order to manage such
disasters, the rescuer must have an SR within which he can
move freely in order to make and maintain contact without
losing any connection with the neighbourhoods. This sce-
nario demonstrates how two types of communication, namely
short-range and long-rang communications, in RNNH-based
P2P network environments, can assist the affected residents
to maintain contact with other residents and with rescuers
during a natural disaster.

FIGURE 2. Two types of communications in RNNH based P2P network
systems.
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Contributions: The main contributions of this paper are
summarised as follows.
• We introduce the concept of safe region (SR) for moving
query point that keeps the RNNH result unchanged.

• We introduce three types of safe regions: basic,
enhanced, and extended.

• We compare the basic, enhanced, and extended safe
regions to obtain the maximum safe region within which
a query can move freely.

In our experiments, we apply the Monte-Carlo method to
estimate the aggregate area of irregularly-shaped SRs. The
performances of the three proposed SRs, the basic, enhanced,
and extended, were compared by calculating the total area of
SR(s) produced by them.

The rest of the paper is organised as follows. The
preliminaries and the related works are discussed in
Sections II and III, respectively. In Section IV, the prob-
lem is defined formally and the SRs are formulated.
Section V presents the calculation of area for the three types
of SRs. Next, Section VI describes the empirical study, and
Section VII concludes the paper.

II. PRELIMINARIES
A. DEFINITIONS
Consider a set of facilities F = {f1, f2, . . . fk}, a query point
q ∈ F , a set of points P =

{
p1, p2, . . . pn

}
as the points

of interest. The facility points are the long-range network
devices, and the points pi ∈ P are the short-range network
devices. Query point q is the long-range network device that
can move freely. In the figures, facilities are represented by
triangles and points by (big) dots. We use the terms ‘points’
and ‘devices’ interchangeably in this paper and dist(pi, pj) to
denote the Euclidean distance between two distinct points pi
and pj. Table 1 lists other notations used in this study.
Given a set of facilities F , a query facility q ∈ F and a

set of points P, the reverse nearest neighbour (RNN) query
seeks for the points of interest p ∈ P that consider the query
point as the nearest of all facilities f ∈ F . Consider the
example given in Figure 3, where

{
p1, p2, p3, p10, p11, p17

}
are the only points that consider q as their nearest facility. The
RNN query result is denoted by RNN (q). On the other hand,
the nearest neighbour (NN) query of an arbitrary point pi in a
dataset F finds the closest point f ∈ F such that dist(pi, f ) ≤
dist(pi, f ′), ∀f ′ ∈ F \ f . The nearest neighbour query of a
point pi is denoted by NN (pi).
Definition 1 (Neighbourhood): Given two parameters m

and d , a neighbourhood refers to a group of at leastmmember
points where the distance between a member point pi and
the nearest member point pj in the group does not exceed
d , i.e., d(pi, pj) ≤ d . The neighbourhood is denoted by
NH (d,m).
The neighbourhood NH (d,m) =

{
p1, p2.., pm

}
∈ P

refers to a neighbourhood with Cartesian coordinates
{
(x11,

x12), .., (xm1, xm2)
}
in the spatial data space for P, where

1 < m ≤ n and pi 6= pj, ∀i, j ∈ {1, 2, . . . ,m}. The
distance parameter d denotes the maximum distance between

TABLE 1. Notation.

a member point of NH (d,m) and its nearest member point
in NH (d,m) and the cardinality constraint m refers to the
minimum number of neighbourhoodmembers. For notational
simplicity, here we use NH instead of NH (d,m).
Figure 3 gives an example of neighbourhood queries in

spatial databases. Assume that we are looking for only those
neighbourhoods that satisfy the constraintsm = 3 and d = 3.
Then, NH1 =

{
p1, p2, p3, p4

}
and NH2 =

{
p6, p7, p8, p9

}
are neighbourhoods that contain a group of points that has
at least three members with each group member having a
threshold distance (d = 3) to the nearest group member. The
point p15 is not part of NH1 because the distance between
p15 and its closest point p1 in NH1 is > 3. The group of
points

{
p10, p11

}
is not a neighbourhood as the number of

neighbourhood members is only two, which does not satisfy
the cardinality constraint m ≥ 3.
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FIGURE 3. Example of neighbourhood queries NH(d = 3, m = 3).

Definition 2 (Neighbourhood Distance): Given a neigh-
bourhood NH (d,m) and a point pi, where pi being a point
of interest or facility, the neighbourhood distance refers to
the distance between the point pi and the closest point in
the neighbourhood NH (d,m). This distance is denoted by
dH (pi,NH ) and can be formalized as:

dH (pi,NH ) = min{dist(pi, pj)|pj ∈ NH (d,m)} (1)

Figure 4 illustrates an instance of neighbourhood distance,
where NH = {p1, p2, p3, p4} is a neighbourhood. Now,
dH (p10,NH ) is the distance between p10 and the nearest
member point of NH to p10, i.e. the distance between p10
and p2 (dist(p10, p2)). Similarly, dH (E,NH ) is the distance
between E and the nearest member point of NH to E , i.e,
dist(E, p4). Again, dH (q,NH ) is the distance between q and
the nearest point of NH to q, which is dist(q, p1).

FIGURE 4. Neighbourhood distance.

Definition 3 (NNH Query): Given a a query facility q,
a set of points P, two constraints d and m, and neighbour-
hoods S = {NH1,NH2, . . . .,NHn′}, where NHi ⊆ P, ∀i ∈
{1, 2, . . . n′}, a nearest neighbourhood (NNH) query for q
returns the neighbourhood NHi ∈ S such that dh(q,NHi) ≤
dh(q,NHj), ∀NHj ∈ S \ NHi. The NNH query is denoted by
NNH (q, d,m,P).

Consider the neighbourhood example illustrated in
Figure 3. Here, NH1 is the neighbourhood, which is the
nearest neighbourhood for q for parameters d = 3 andm = 3.
It should be noted that there could be a tie in the NNH query
result. In this case, we can apply random selection to break
the tie. As long as there is a neighbourhood in the dataset P
for the given parameters d and m, the NNH query result can
never be empty.
Definition 4 (RNNH Query): Given a set of facilities F ,

a query facility q ∈ F , a set of points P, two constraints
d and m, and neighbourhoods {NH1,NH2, . . . .,NHn′},
a reverse nearest neighbourhood (RNNH) query for q returns
all neighbourhoods {NHi} such that: (i) the distance of a point
pj ∈ NHi to its nearest neighbour point pk ∈ NHi is less
than or equal to d , i.e., dist(pj, pk ) ≤ d ; (ii) ∀pj ∈ NHi,
dH (pj,NHi) ≤ dist(pj, fpj ), where fpj is the nearest facility
of pj in F ; (iii) |NHi| ≥ m; and (iv) NHi finds the query
facility q as their nearest facility among all facilities in F ,
i.e., dH (q,NHi) ≤ dH (f ,NHi), ∀f ∈ F \q. The RNNH query
is denoted by RNNH (q, d,m,P,F).

In simplest terms, the RNNH query retrieves neighbour-
hoods {NHi} that consider the query point as the nearest of
all the other facilities. Consider the facilities {A,B, . . . ,E}
and the points {p1, p2, . . . , p16} in the space as depicted
in Figure 3. Here, the result of RNNH query for the query
facility q is NH1 for parameters d = 3 and m = 3
as dH (q,NH1) ≤ dH (f ,NH1), ∀f ∈ {A,B, . . . ,E}. The
neighbourhood NH2 is not a reverse nearest neighbourhood
of q as dH (B,NH2) < dH (q,NH2). It should be noted that
there could be zero or more reverse nearest neighbourhoods
of a query facility q in a given dataset P ∪ F as opposed to
nearest neighbourhood. Unlike an NNH query, with a RNNH
query, we also need to deal with the competitor facilities.

B. RNNH QUERY PROCESSING
1) COMPLEXITY ANALYSIS
In a RNNH query, a neighbourhood NH must satisfy this:
dH (q,NH ) ≤ dH (f ,NH ), ∀f ∈ F \ q to be a reverse nearest
neighbourhood of q. Figure 4 displays an example of RNNH
query result. A naïve RNNH query processing algorithm
first computes a neighbourhood. Then, the algorithm calcu-
lates the distance between the neighbourhood and the query,
which is dH (q,NH ). Next, for each neighbourhood member
pi ∈ NH the algorithm calculates dist(pi, fpi), where fpi is
the nearest facility to pi. If dH (q,NH ) ≤ dist(pi, fpi ) for
all pi ∈ NH , then the NH is the RNNH of the query q.
In the example given in Figure 4, the distance between p4
and its nearest facility E is dist(p4,E), which is greater than
dH (q,NH ) = dist(p1, q). The points p1, p2, p3 already finds
q as their nearest facility. Therefore, thisNH is a RNNHof the
query q. The problem with this naïve algorithm is its run-time
complexity. First of all, the algorithm has to enumerate all
possible neighbourhoods NH that satisfy the distance and
cardinality constraints d and m, respectively. Moreover, the
time complexity of this enumeration is exponential in terms
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of the number of points in P, although the checking of the
neighbourhood distances is linear in terms of time complexity
as the nearest facility of each point in the neighbourhood
can be computed offline. Therefore, the naïve algorithm is
inefficient and is not a viable solution for RNNH query
processing.

2) AN EFFICIENT ALGORITHM
In order to overcome the issue associated with the naïve
RNNH query processing algorithm, we propose an R-tree
based algorithm to achieve better performance. The algorithm
first computes a Voronoi diagram [8] of the query facility q,
which is generated based on the perpendicular bisectors of
the line segments q, f between the facilities f ∈ F and q
after indexing the facility dataset F into an R-tree and then,
retrieving the facilities f ∈ F from the R-tree in order of their
distances to q. The perpendicular bisector of the line segment
q, f , denoted by Bq:f , divides the data space into two half-
planes. Assume Hq:f denotes the half-plane that contains the
query facility q. The Voronoi diagram Zq is the intersection of
all of these half-planesHq:f w.r.t. all facilities f ∈ F and q. All
points located inside the Voronoi diagram of q finds q nearer
than any other facility f ∈ F . The algorithm then retrieves all
points p ∈ P that are located inside the Voronoi diagram of
the query and the points list is denoted by Zp.
Consider the dataset of facilities, points and the query

given in Figure 3. The Voronoi diagram Zq of the query
facility q is illustrated in Figure 5 containing Zp =

{
p1, p2,

p3, p10, p11, p17
}
. All of these points find the query contain-

ing q nearer than any other facility in {A,B, . . . ,E}.

FIGURE 5. Voronoi cell of the query facility q.

Upon creating the Zq for the query facility q and to retrieve
the corresponding Zp, the algorithm begins to generate the
first neighbourhood by retrieving the nearest point of q inside
the Zq, called firstclose1 by placing the points in Zp into a
min heap. The algorithm also calculates dH (q,NH ) which is
the distance between q and the firstclose. Next, the algorithm
inserts the firstclose in a temporary list and retrieves all points
from P close to the firstclose with a distance less than or

1It should be noted that there could be more than one candidate in Zp to
be the firstclose. We randomly pick one of them to break the tie.

equal to d (can be simply implemented as a range query
after indexing the data points P into an R-tree). The distance
of each of these points to its nearest facility is determined
(nearest facility of each point p ∈ P could be precomputed
by the server to speed up the algorithm). If the nearest facility
is not q and its distance to its nearest facility is not greater
than dH (q,NH ) and its distance to the current NH is less
than its distance to its nearest facility, it is added to the list,
otherwise, it is discarded. The point firstclose in the list is
marked as visited. this process is repeated for all unvisited
points in the list and the algorithm stops building the current
neighbourhood when no more points can be added to the
list. If the list has at least m points, then it becomes the first
RNNH of q2; otherwise, it is discarded. The algorithm then
retrieves the next firstclose from Zp that has not been included
in any previous neighbourhood and continues to find the cor-
responding neighbourhood for it. The above neighbourhood
making process is continued until Zp becomes empty.

III. RELATED WORK
Moving objects in spatial queries have been studied exten-
sively in recent works such as [9], [10] and [11]. Since
the continuous monitoring of moving queries has a sig-
nificant role in studies related to spatial databases, many
have investigated the monitoring of moving objects such as
[12], [13] and [14]. One of the most fundamental algorithms
used to examine moving objects refers to RNN [15]. The
RNN has been studied extensively in the literature such as
[16]–[26] since its introduction by [27]. The first work that
presented the moving RNN was [28], which assumed the
objects’ speeds to be known. Many studies have extended
this approach, but did not look into the motion patterns of the
object [29]. [30] and [31] were the first to address continuous
RNN based on six regions and a TPL algorithm has been
proposed without assuming objects’ speeds. The solution
given in [30] is based on the approach of the six 60◦ regions to
monitor RNNquery results, while [31] proposed amonitoring
algorithm called TPL for moving RNN queries based on a
bisector approach.

Moving objects slash communication and computation
costs through the concept of safe region (SR). In an SR,
a query point does not need to be connected to the server. It is
required to update its location only upon leaving the SR.
Several studies have identified various types of SRs such as
[32] and [33]. [33] presents the SR-based approach tomonitor
the moving skyline queries in Euclidean space, while [34]
the SR concept to road networks for finding safest paths.
Additionally, [35] addressed the SR concept by reporting the
query locations to the server after t time and d distance.
The study assumed d and t units to parameterise the SR,
thereby reducing the communication overhead between mov-
ing clients and server. [36] addressed the SR concept, but lim-
ited it to a rectangular SR that is not applicable for a moving,

2It is possible to have more than one firstclose in the same reverse nearest
neighbourhood (RNNH) of a query facility q.
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circular SR. Although the first work to address the circular SR
is [37], it omitted the calculation of area, as the server was in
stand-by mode at a certain distance. Finally, [38] investigated
circular SR for range query using the Monte-Carlo method,
mainly due to the irregular shape of SR. However, the method
can be applied only to range moving queries.

There also exist several algorithms in the literature that can
be used to establish P2P communication in a mobile environ-
ment; these include lowest ID [39], largest-connectivity [40]
and mobility-based clustering algorithms [41]. Many have
also investigated query processing in the context of P2P.
The first demand for a P2P algorithm was in regard to NN
queries introduced in [42].More works are notable for mobile
P2P systems in spatial databases such as [43] that proposed
P2PRdNN, albeit with a limited focus on monochromatic
queries.

Next, [4] extended the reverse nearest neighbour (RNN)
query by proposing reverse nearest neighbourhood query
(RNNH) in spatial databases in a bichromatic manner. Instead
of returning the dispersed RNN users that find the query
as their closest facility, a method was proposed to find the
location of the nearest group of users by considering the query
point as the facility nearest to the group. Various devices
can be managed in a P2P environment via a bichromatic
approach. This study differs from previous investigations,
as it is the first to assess bichromatic RNNH queries in mobile
P2P environments by addressing the SR concept for RNNH
queries.

IV. SAFE REGION FOR MOVING RNNH QUERIES
This study considers a systematic approach that can continu-
ously monitor the moving RNNH query in spatial databases.
In this approach, the location of themoving query is known by
the server and the query location is updated only if the query
leaves its safe region (SR). We propose three types of SRs
with different trade-offs within which a query can move with-
out changing its neighbourhood members. An irregularly-
shaped area is implemented in this work to represent and to
maximise the SR, where the set of objects of interest that
are part of the neighbourhood of a query do not change as
long as the query point stays within the area. In the case
of a bushfire (refer to Figure 2), the decision regarding safe
region to employ for the rescuer is a trade-off between the
size of the safe region and the computation cost. The best safe
region will be determined by the most important factors and
priorities for authorities in managing this kind of disaster.

A. BASIC SAFE REGION
In this approach, the SR of an arbitrary query point (long-
range network device) is computed at the server side accord-
ing to the closest point (firstclose) to the query in RNNH.
After that, the computed SR is sent by the server to the
moving query. The objective of the basic SR technique is to
construct an SR for the query point which is computationally
very fast. In our approach, this basic SR is generated based
on two parameters: (i) Fd and (ii) firstclose, where Fd is

the distance between the nearest competitor facility and the
RNNH of the query q, while firstclose refers to the closest
point of the query q in the RNNH. The basic SR refers to the
circular region around firstclose with Fd as the radius. The
centre of the basic SR is located at firstclose since firstclose
is the nearest point of the query in the RNNH.

Let us consider the example given in Figure 6, which shows
the RNNH result for the query q, i.e., NH = {p1, p2, p3, p4},
where the neighbourhood points are connected with solid
lines. In Figure 6, Fd is the distance between p4 and facil-
ity E , where facility E is the nearest competitor facility for
the reverse nearest neighbourhood NH of q and p1 is the
firstclose of q in the reverse nearest neighbourhood NH =
{p1, p2, p3, p4}. It is easy to verify that the query point can
move freely within the Fd vicinity from p1 (in any direction)
and eliminates the need for re-computation of the reverse
nearest neighborhood members of q as its reverse nearest
neighborhood NH = {p1, p2, p3, p4} stays the same.

FIGURE 6. Basic safe region.

When the query q moves out of the shaded area in
Figure 6, the current neighborhood NH might no longer be
the RNNH for the query point q. This is because the NH =
{p1, p2, p3, p4} might become closer to another competitor
facility. For example, when the query point moves north
by more than the distance Fd from p1, the NH does not
consider q as its closest facility as the distance between p4
and the facility E is shorter than the distance between p1 and
the query point q (i.e., dH (q,NH )). If the query moves out,
the RNNH of the query point is re-computed as {p1, p2, p3}
as shown in Figure 7. If the query point moves out in any
direction within the shadowed area as shown in Figure 6, for
which the radius must be less than Fd , the RNNH i.e., NH =
{p1, p2, p3, p4} still considers the query point q as the closest
facility and its neighborhood NH does not change.

In summary, the current RNNH of the query remains valid
as long as the query stays within the basic SR, i.e., Fd vicinity
from the firstclose of q (shadowed area as shown in Figure 6).
When the query q moves out of the basic SR (exceeding the
distance Fd from the firstclose of the query q), the query
updates the server with its location information. The server
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FIGURE 7. RNNH for the current location of q and the corresponding
basic safe region.

then computes the new SR and RNNH result for the query
point q. This new SR is then sent to the moving query q.
Lemma 1: The shortest (travel) path of a query to change

the original set of RNNH points occurs when it moves in a
direction opposite to its firstclose to exit the SR.

Proof: (By inspection) Since the firstclose object
ap- pears to be the point closest to the original query q,
moving away from this point in a straight line (in the direction
of original query) offers the shortest travel path for the query
to exit the SR.
Lemma 2: An object is discarded from the moving query

RNNH result if its distance from a competitor facility is less
than dist(q,NH ).

Proof: Assume that there are four points in the neigh-
bourhood NH = {p1, p2, p3, p4} (as illustrated Figure 8).
The distance between p1 and q, dist(q, p1) (i.e., dH (q,NH ))
is lower than the radius (i.e., Fd ) of the SR of the query q, Fd .
Consider that the query moves to the new location q′, which is
outside the SR of the current location of q. In this case, the dis-
tance between p4 and the competitor facility E of q becomes
lower than dist(q′, p1), i.e., dist(p4,E) < dist(q, p1) =
dH (q′,NH ). In this case, p4 is excluded from the NH
of q.

FIGURE 8. Query q moves to q′: dist(q, p1) < Fd and dist(q′, p1) > Fd .

Lemma 3: Query point q can move in any direction within
the Fd distance from the firstclose of the query q in a reverse

nearest neighbourhood NH without being connected to the
server to update its RNNH result.

Proof: Assume that p1 is the firstclose and the distance
between p1 and q (dist(p1, q)) is less than Fd . Let (qx , qy) be
the coordinates of the query q and (p1x , p1y) be the coordi-
nates of p1, which is the firstclose, then we get the following.

dist(p1, q) =
√
(qx − p1x)2 + (qy − p1y)2 (2)

The location of the query point is obtained from dist(p1, q)
and Fd as given as follows.

dist(p1, q)− Fd =


> 0 q outside the SR,
= 0 q on the SR boundary,
< 0 inside the SR boundary.

(3)

Based on the definition of RNNH query (Definition 4),
dH (q,NH ) ≤ dH (f ,NH ), ∀p ∈ NH and ∀f ∈ F \ q. If the
query point is on the boundary of SR, two configurationsmust
be taken into account: if q lies inside or outside the SR. If and
only if q lies inside the SR,we obtain the following.

(qx − p1x)2 + (qy − p1y)2 − F2
d ≤ 0 (4)

If q lies outside the SR, then a recalculation of the RNNH
is needed. Let us consider the example illustrated in Figure 8
for NH = {p1, p2, p3, p4}. If q stays within the SR, NH is
RNNH for q, i.e., dist(p1, q) does not exceed Fd . However,
when dist(p1, q) exceeds Fd (e.g., q moves to q′), the current
NH is no longer the RNNH for q.
One of the consequences of the basic safe-region-based

approach is that if the query point moves a distance greater
than Fd in the exact direction of the firstclose, it will remain
within the SR; i.e, if a query is moving towards the firstclose
this increases the probability that the query will not leave
the SR.

B. ENHANCED SAFE REGION
The Enhanced SR is an intermediate case between Basic and
Extended SRs. The SR can be created more easily through
this method by generating a wider SR enabling the query
to move more freely. The Basic SR considers a query as
being within the SR as its distance away from the firstclose
position is less than Fd . Lemma 1 indicates the quickest way
that a query can leave the SR is by moving Fd further away
in the opposite direction of the firstclose point. However,
the query can move further than the Fd distance from the
current location and still remain within its RNNH group.
Lemma 4: Since query point q and firstclose are not in the

same position, q can move more than the Fd distance towards
the firstclose.

Proof: (By inspection) Figure 9, (qx; qy) illustrates the
location of q. The query (q) can move to a new location (q′)
in the required direction of firstclose. It still lies within the
SR and Fd as the radius. The distance between q and q′ is
calculated as follows:

dist(q′, q) =
√
(qx − q′x)2 + (qy − q′y)2 (5)
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FIGURE 9. Lemma 4.

Based on Figure 9, we can conclude that dist(q′, q) > Fd .
The Basic SR may be improved by considering the two

points nearest to the query, as well as the distance between the
nearest competitor facility and RNNH. LetFd be the radius of
the Basic SR, p1 and p2 be the nearest and the second nearest
points to q, respectively, and the distance between p1 and p2
be less than d . Lemma 1 states that the shortest path that a
query takes to change its points of interest is upon moving the
Fd distance (in opposite direction) away from the firstclose.
However, if the query moves a distance of Fd away in the
direction of Secondclose, it holds its objects of interest.
Lemma 5: The query point can move more than the Fd

distance away from the firstclose without being connected to
the server to update its RNNH result., if it moves towards
Secondclose.

Proof: (By inspection). Based on Lemmas 2 and 4 we
can conclude the following observations from the example
displayed in Figure 10. Assume that dist(q′, p1) = Pd and
dist(q′, q) = Cd where Cd is greater than Fd (Cd > Fd )
and Pd > Fd . The dH (q′,NH ) < dH (fc,NH ) where NH ={
p1, p2, p3, p4

}
and fc is the nearest facility to NH , which

is E . Hence, q can move to q′ position Cd , where Cd > Fd ,
towards Secondclose and dismisses connection with server
(see Figure 10).

FIGURE 10. Enhanced safe region.

In the Basic SR, the centre point is the first point closest
to the query, while the Enhanced SR needs to have two
centre points, which are the two closest points to the query
(firstclose, Secondclose). Based on observation, the area of
the Enhanced SR is greater than that of the Basic SR and q can
move more freely than Fd distance from its current location.
This is because; the Enhanced SR border is located further
away from the query compared to the border of the Basic SR,
as shown in Figure 10.

C. EXTENDED SAFE REGION
This section presents the Extended SR, where a query can
move further without the need for re-computing the RNNH
results. As depicted earlier, the fastest way that a q can leave
the SR is by moving away from the fristclose point in the
opposite direction, as stated in Lemma 1.
Lemma 6: Query can move more than 2Fd and points of

the RNNH (q) remain unchanged if the query moves only
towards the points of RNNH with the range of Fd radius.

Proof: Assume that RNNH =
{
p1, p2, p3, p4

}
, and the

minimum distance between p1 and query point q (dist(p1, q))
is less than the distance of Fd . From Lemmas 2, 4 and 5,
we can conclude that query point q can move to the position
of q′ (as illustrated Figure 11), where dist(q′, q) > 2Fd .
In this scenario, q does not exclude any points of interest,
because the distance from q′ to RNNH is ≤ the distances
to other facilities ( i.e. dH (NH , fc) > dH (NH , q′)), fc is the
nearest facility to NH ).

FIGURE 11. Query moves 2Fd distance.

Figure 12 depicts an irregular shape that has query point q.
More precisely, the Extended SR has a series of round areas,
the centres of which are members of the RNNH. Hence,
q can move freely in any position inside the Extended SR
while holding its RNNH result. This area is dynamically
increased and decreased based on RNNH members. This
method reduces (1) the frequency of communication between
query and server, and (2) the frequency of location updates.

D. ALGORITHMS FOR SAFE REGIONS
The following presents further details regarding algorithms
for Basic, Enhanced, and Extended SRs.
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FIGURE 12. Extended safe region.

1) BASIC SR ALGORITHM
Algorithm 2 is used to find the Basic SR where all
the neighbourhood-points (RNNH result) listed in the
safe-objects list (SOL) which are first found by RNNH algo-
rithm [4]. In line 2, Algorithm 2 calls the calculating bound-
ary function. In algorithm 1, pi is a point from SOL list. The
SOL should be sorted in ascending order from the query point
(line 2). SOL may or may not be inside the Zq, which is the
concept of Voronoi diagram or the Influence Zone introduced
by [29]. In line 4, the nearest facility to pi is determined.
In the next step, it checks whether or not it is inside Zq.
If the SOL member is inside Zq, the processing starts by
finding the second nearest facility. In line 12, processing SOL
members that are inside Zq, since the nearest facility of SOL
members is q, one must find the second nearest facility of pi.
Otherwise, if the nearest facility of SOL members is not q,

Algorithm 1 Function CalculateBoundary
Input: SOL (Safe Objects List)
Output: boundary

boundary←∞ ;
sort(SOL,q) ;
for each pi in SOL do

fc← NNF(pi);
if fc is Not q then

d ← dist(pi, fc);
if d < boundary then

boundary← d ;
end

end
else

fc← 2NNF(pi) ;
d ← dist(pi, fc) ;
if d < boundary then

boundary← d ;
end

end
end
return boundary;

one must seek the nearest facility to pi (pi outside Zq) and
measure its distance to the nearest facility. Lines 6 and 13 cal-
culate the distance between the SOL member and a competi-
tor facility (fc). If the distance between a competitor facility
and SOLmembers is minimal, then one can place it within the
SR boundary (line 8 and 15). This processing continues on
for all SOL members, then the Calculate Boundary function
returns boundary. Thus, Algorithm 2 receives the boundary
and assign it to Fd , then the query point (q) is surrounded by a
circle with its centre being the closest point to q, which is pi,
with a radius equal to fd distance (the distance between the
RNNH and the nearest competitor facility). The result of this
algorithm is a circle of range of the moving query, its radius
is fd from the nearest neighbour of q.

Algorithm 2 Basic Safe Region Algorithm
Input: q: query point
Output: Basic safe region for q

SOL ← RNNH (d,m, q,U ,F) ;
Fd ← CalculateBoundary(SOL) ;
Circle(pi,Fd ) ;
BasicSafeRegion← Area(Circle) ;

2) ENHANCED SR ALGORITHM
Algorithm 3 is used to find the Enhanced SR for a mov-
ing query. Here, the SOL is calculated by using the RNNH
algorithm [4]. In line 2, after calling Algorithm 1 for calculat-
ing the boundary, Algorithm 3 conducts the processing steps
as we explained in Algorithm 2, and then should create the
Enhanced SR based on the closest two objects of SOL to the
query point. The area of Enhanced SR formed by two circles
with a radius of Fd , whose centres are the two closest points
to q. In this algorithm, q can move freely further away from
the Fd distance from its current location.

Algorithm 3 Enhanced Safe Region Algorithm
Input: q: query point
Output: Enhanced safe region for q

SOL ← RNNH (d,m, q,U ,F) ;
Fd ← CalculateBoundary(SOL) ;
Circle1(pi,Fd ) ;
EnhancedSafeRegion← Area(Circle1) ;
Circle2(pi+1,Fd ) ;
EnhancedSafeRegion← Area(Circle2) ;

3) EXTENDED SR ALGORITHM
Algorithm 4 calculates the Extended SR for a moving query.
First, the set points of interest are found (RNNH result) [4]
to SOL list. The Extended SR is created based on the steps
shown inAlgorithm 4. In short, it resembles a series of circles.
This SR is formed by the overlap of each circular region
containing q; their centres are the SOL members. In this
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Algorithm 4 Extended Safe Region Algorithm
Input: q: query point
Output: Extended safe region for q

SOL ← RNNH (d,m, q,U ,F) ;
Fd ← CalculateBoundary(SOL) ;
for each object pi in SOL do

Circlei(pi,Fd ) ;
insert Area(Circlei) into ExtendedSR list ;

end

algorithm, the query point can move more than 2 Fd to its
current location.

V. CALCULATING THE AREA OF THE SAFE REGION
When an SR has one or two objects, the calculation of the
area involves a straightforward geometric issue [38]. If it is
the Basic SR, it is calculated based on the following equation
where the radius of the SR is Fd and the centre is the point
nearest to the query:

Rpi = πF2
d (6)

If there are more than two objects, the calculation of SR
becomes intricate because the overlapping areas have more
irregular shapes. Hence, this study proposes the Monte-Carlo
approach. Consider a set RP =

{
Rp1,Rp2, . . . ,Rpn

}
of

n circles, wherein Fd is the radius and the centres are{
p1, p2, . . . , pn

}
. The circles in RP may partially overlap.

Figure 13 illustrates the formation of SRs by four points,
P =

{
p1, p2, p3, p5

}
within a space E and RP =

{
Rp1,Rp2,

Rp3,Rp5
}
. For instance, (A2,A3, . . . ,A10) are SRs derived

from the overlap/intersection of some points of interest.
When the query is within the area of an point that does not
intersect with any other area, the point’s whole area becomes
a SR for query q, such as the Rp4 area.

dist(pi, q) ≤ Fd and Rpi
⋂
x 6=i

Rpx = θ. (7)

FIGURE 13. Types of extended safe regions.

A. CALCULATING THE TWO CIRCLES
In many circumstances, the area of two points may intersect
and the query falls into either one; Rpi or Rpj. It may also
fall within the intersecting area of the two points: Rpi ∩ Rpj.
In this situation,

dist(pi, q) ≤ Fd and Rpi
⋂
x 6=i

Rpx 6= θ. (8)

or

dist(pi, q) ≤ Fd and dist(pj, q) ≤ Fd , i 6= j. (9)

A2, A3, and A4 (see Figure 13) denote the SRs generated
by the intersection of two circles. A3 has two equal half-
regions; A3′ = A3′′. The intersection of the two circles is
calculated with Equation 8, where d refers to the half distance
between two points, and Fd is the area radius, as illustrated
in Figure 14.

Rpi ∩ Rpj = F2
darccos(

d
Fd

)−d
√
F2
d − d

2. (10)

FIGURE 14. Area of intersection of two circles.

The calculation of two circles is given by the following
equation:

Area of Safe Region = Rpi+ Rpj− (Rpi ∩ Rpj). (11)

B. USING THE MONTE-CARLO SIMULATION TO
CALCULATE SR AREA
When more than two points are involved, the SR may be
irregular in shape. Since simple analytical expression is insuf-
ficient for calculating the shape areas, the Monte-Carlo simu-
lation [44] can be applied to calculate the area. Calculation of
area demands specified queries with the bounding area being
a determined size. The multiple points in the bounding area
are randomly generated, while counting those within the SR.
The area of the SR is calculated as the sum of points in SR,
as follows:

sum of points in SR
total random points

× area of bounding region (12)
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VI. EXPERIMENTAL RESULTS
This section presents experimental results that demonstrate
the effectiveness of the proposed algorithms. The algorithms
were implemented in C++ and the experiments were run
on an Intel Core i7 2.3 GHz PC with 8GB main memory
and Ubuntu Linux system. Synthetic datasets were generated
to represent the real world [45]. We generate synthetic data
based on real data to cover all the patterns and possible sce-
narios that can occur in real world situations. Three user-point
(short-range device) settings with varied densities were
created (low=1000 objects, medium=10000 objects, and
high=20000 objects) within data space measuring 100 km×
100 km. Table 2 summarises the synthetic datasets employed
in the experiments. The data points in each dataset are uni-
formly distributed in the space. Each dataset was indexed
by R*-Tree with a node size set to 4096 bytes. Table 3
presents the parameters applied for RNNH query processing
algorithm (Section II-B) and the default values employed in
the experiments.

TABLE 2. Datasets used in our experiments.

TABLE 3. Experimental parameters.

Three performance measures were adopted in our exper-
iments: (1) the SR area returned using each algorithm; (2)
CPU time and (3) memory usage to construct the SR by
each algorithm. The performance of the proposed algorithms
(basic, enhanced and extended) were assessed by varying the
number of facilities (as a proportion to the number of user-
points) in order to determine the effect of these facilities
on the construction of an SR. The densities of the facilities
represent various services offered by the service provider.
Several query facilities (long-range devices) were randomly
generated in low, medium and high-density environments.

Both the size and the number of SRs (each SR refers to
a specific RNNH) derived for the query facility rely on the
density of the competitor facilities. These two aspects were
varied in subsequent trials. The performances of the proposed
safe region algorithms, the average size of the SR and the
whole size of the data space, were measured and compared.
The purpose of these experiments was to determine the accu-
racy of the equation-based and simulation-based methods.

A. ACCURACY OF SIMULATION-BASED METHOD
An SR was constructed using different object points. The
areas of the SRs were calculated using the same methods as
those illustrated in Section V, while the Monte-Carlo simula-
tion method is as described in Section V. The area of Basic
SR was calculated using Fd values (radii) 5, 6, 7, 8, 9, 10,
11, and 12 Km. The SRs were calculated 100 times using the
Monte-Carlo simulation for each query. After obtaining the
average of the calculation, it was compared with the results
of the equation method to determine the accuracy of the sim-
ulation method in this study. Figure 15 illustrates the area of
Basic SR that was calculated using the Monte-Carlo simula-
tion and equation method. As shown in Figure 15, the results
(exact areas) of the simulation method were very close to the
results obtained by the equation method (Equation 6).

FIGURE 15. Simulation model vs. equation method.

Based on the experiments reported in this section,
the bounding region was determined as 100 × 100 Km2,
with 100,000 random points used to calculate the SR area.
To determine the accuracy of the method at these settings,
a trial was performed on random queries to calculate the area
of Basic SR for a single query with a radius of 2.56 km.
In this case, the expected area was 2.56 ×π km2, while the
Monte-Carlo simulation estimated the area of the Basic SR
accurately to two decimal places at 0.0514 km2, representing
0.0020% of the calculated area. Figure 16 displays a screen
shot of the simulation software that was applied to calculate
the SR areas to be compared with the whole area.

Using the same query radius of 2.56 km, the Monte-Carlo
simulation estimated the area of the Extended SR to be four
times greater than the Basic SR, representing 0.0084% of the
calculated area, as clearly shown in Figure 17.

B. MEMORY USAGE
In this section, we show the memory consumed by our Basic,
Enhanced and Extended SR algorithms for all the environ-
ments with a ratio of 1:4 for the number of user points to facil-
ity points. Figure 18 shows the memory used by algorithms
for the various data set densities: Low,Medium andHigh. The
memory consumption of the safe region is increased with an
increase in the size of date set size. Convergence was also
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FIGURE 16. Demonstration of software in calculating the area of basic
safe region corresponding to static query.

FIGURE 17. Demonstration of software calculating the area of extended
safe region corresponding to static query.

noted in the memory usage in Basic and Enhanced SR for
all three density environments, because the size of the safe
region does not show a big gap between them. Conversely,
the memory used by the Extended SR is the largest in all three
density environments, because the Extended SR construct
needs to store a larger area than do the others.

C. SIZE OF THE SAFE REGION
Figures 19 - 21 illustrate the comparison of the three types
of SRs: Basic, Enhanced, and Extended, in three different
environments (low: Figure 19, medium: Figure 20, and high:
Figure 21) with various numbers of facilities; one to three
(33% of the number of points), one to four (25%), one to
five (20%), and one to six (16%). It was discovered that

FIGURE 18. Memory usage.

FIGURE 19. Low-density environment.

FIGURE 20. Medium-density environment.

the size of the Enhanced SR was greater than than that of
the Basic SR (see Figure 19). The size of the Extended
SR was twice the size of the Enhanced SR. In fact, this
was the case for all environment densities, especially in
high-density environments (see Figure 21). It was observed
that the decrease in the number of facilities affected the SR
size. This can be clearly seen in Figure 20, where the size of
the SR increased subsequent to the reduction in the number of
facilities. This is because, when the number of the facility
points is lower, the number of RNNH members increases as
does the SR area.
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FIGURE 21. High-density environment.

FIGURE 22. Construct CPU time needed for safe regions in three different
density environments.

D. EFFECTIVENESS OF PROPOSED ALGORITHM
A hundred queries were randomly generated in low, medium,
and high-density environments, while the SR was calcu-
lated using three different types of SRs. The experiment
was extended to calculate the execution time for all Basic,
Enhanced, and Extended SRs in three density environments.
Figure 22 displays the execution time for the three types of
SRs for all the environments with a ratio of 1:4 for the number
of user points to facility points. As observed, the running
time was linear with respect to the number of random points
used to evaluate the SRs. Convergence was also noted in
the execution time of Enhanced SR for all three density
environments. However, the execution time for the Extended
SR was slightly higher than for the Enhanced SR for medium
and high densities, while a narrow gap was noted in execution
time for a low-density environment.

VII. CONCLUSION
This study proposes safe-region-based methods for mov-
ing RNNH queries in a peer-to-peer (P2P) environment.
The objective of the SR is to determine a region where
the corresponding query can move freely, while retaining
an unchanged RNNH result. We proposed three safe-region
based methods called Basic, Enhanced and Extended using

geometric properties to maximise the SRs. The decision
regarding the method to be employed is a trade-off between
the size of the SR and the corresponding computational cost.
The experimental results show that the widest area of a safe
region is the Extended SR, although it requires a higher
computational time compared to other methods. However,
while the Basic SR requires the lowest computational time,
it offers the smallest SR area.
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