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ABSTRACT With the rapid increase of internet information, personalized recommendation systems are an
effective way to alleviate the information overload problem, which has attracted extensive attention in recent
years. The traditional collaborative filtering utilizes matrix factorization methods to learn hidden feature
representations of users and/or items. With deep learning achieved good performance in representation
learning, the autoencoder model is widely applied in recommendation systems for the advantages of fast
convergence and no label requirement. However, the previous recommendation systems may take the
reconstruction output of an autoencoder as the prediction of missing values directly, which may deteriorate
their performance and cause unsatisfactory results of recommendation. In addition, the parameters of an
autoencoder need to be pre-trained ahead, which greatly increases the time complexity. To address these
problems, in this paper, we propose a Hybrid Collaborative Recommendation method via Dual-Autoencoder
(HCRDa). More specifically, firstly, a novel dual-autoencoder is utilized to simultaneously learn the feature
representations of users and items in our HCRDa, which obviously reduces time complexity. Secondly,
embedding matrix factorization into the training process of the autoencoder further improves the quality of
hidden features for users and items. Finally, additional attributes of users and items are utilized to alleviate the
cold start problem and to make hybrid recommendations. Comprehensive experiments on several real-world
data sets demonstrate the effectiveness of our proposed method in comparison with several state-of-the-art

methods.

INDEX TERMS Recommendation system, matrix factorization, semi-autoencoder.

I. INTRODUCTION

With the rapid development of the Internet and the huge surge
in data volume, we have gradually entered the era of infor-
mation overload, which makes both information consumers
and information producers face great challenges particularly.
Recommendation system is an important tool for addressing
these challenges and bridging the chasm between users and
information, which simultaneously helps users to find valu-
able information and recommend information to interested
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users for achieving a win-win situation between information
consumers and producers.

Collaborative Filtering (CF) is a widely used recommenda-
tion system approach. In general, existing collaborative filter-
ing recommendation methods can roughly be categorized into
three classes: user-based collaborative filtering, item-based
one and model-based one. The user-based collaborative filter-
ing mainly considers the similarity between different users,
and recommends items that similar user like to the target
user [1]. The item-based collaborative filtering is similar to
the user-based collaborative filtering, except that it turns to
find the similarity between different items [2]. Model based
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FIGURE 1. lllustration of Hybrid Collaborative Recommendation via Dual-Autoencoder.

collaborative filtering is currently popular recommendation
method, which aims to factorize the rating matrix into user
and item matrices for personalized recommendation, such as
matrix factorization [3]. However, the matrix factorization
method usually directly decomposes the user rating matrix
to obtain the hidden features of the user and the item, and
it is difficult to obtain the nonlinear features of the user
and the item very well. Moreover, the CF method is greatly
limited when the user raing matrix is sparse. Zhuang et al. [4]
showed that traditional matrix factorization may not make
full use of the rating matrix, and proved the effectiveness
of auto-encoder in learning features. Therefore, in order to
make full use of the rating information, the autoencoder
model is leveraged in proposed HRCDa to generate hidden
features of users and items, and the additional attributes of
users and items is combined to alleviate the matrix sparse
problem.

With the substantial performance of learning abstract
and powerful feature representations, the methods of deep
learning have achieved far-ranging consequences in various
fields. Some deep learning methods have been applied to
recommendation systems for improving predictive perfor-
mance [4]-[8]. For example, Liang and Baldwin [8] utilized
an autoencoder model to learn the user latent feature matrix
for achieving fairly good performance in recommendation.
Zhuang et al. [4] proposed a Dual-Autoencoder model to
generate latent user and item feature matrices. Even though
the aforementioned methods combine the autoencoder with
the CF, the weight and offset parameters of the network need
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to be pre-trained in most of these methods, and then the sparse
rating matrix is imported into the autoencoder to generate the
prediction matrix.

To address the aforementioned problems, we pro-
pose a Hybrid Collaborative Recommendation method via
Dual-Autoencoder (HCRDa for short). To the best of our
knowledge, this is the first recommendation method to embed
matrix factorization into the learning process of autoencoder.
As far as we know, most of the methods based on autoen-
coders consider the user and item ratings separately [9], [10],
and we use the matrix factorization method to consider
both user and item ratings. The framework of our proposed
method is shown as Figure 1. More specifically, the model
of dual-autoencoder is employed to simultaneously learn the
low-dimensional feature representations of users and items,
which obviously reduce the time complexity of the method.
Meanwhile, the additional attributes about users and items
is added into the input layer for alleviating the cold start
problem. Finally, we multiply the feature matrix of the user
and the item learned when the algorithm converges to obtain
the prediction matrix. Our key contributions are summarized
as follows:

e We propose a recommendation framework named
HCRDa. We use two novel auto-encoders, which take
the additional attributes of users and items in combina-
tion with the corresponding rating information as input,
while learning the hidden features of users and items
to reduce time complexity and alleviate the cold start
problem of collaborative filtering.
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TABLE 1. The notation and descriptions.

NOTATIONS DESCRIPTIONS

R The rating matrix R € R™*™

R The prediction matrix R’ € R™*™

m The number of users

n The number of items

h The number of hidden neurons

Yi The number of attributes information of item
Yu The number of attributes information of user
rul the rating to item 7 € {1...n} given by user v € {1...m}
rt The column of the rating matrix

rl The row of the rating matrix

at The attribute features of user u

a’ The additional features of item ¢

rU The partial observed vectors for all users

rl The partial observed vectors for all items

AU The attribute features for all users

Al The additional features all items

Q The set of observed ratings

T Raw input data

z! Refactoring output data

3 The latent representation of users or items
Q,p, Qu,Pu The offset parameters of encoding layer in Autoencoder
Q0. Q.. p, Autoencoder decoding layer offset parameter
T Transposition of matrix

o The matrix factorization method is the first embedded
into the learning process of the autoencoder to bet-
ter obtain the hidden features of users and items and
improve the quality of recommendation.

o The comprehensive experiments on several data sets
in the real world demonstrate the effectiveness of our
proposed HCRDa.

The remainder of this paper is organized as follows.
We introduce the notations frequently used in this paper and
related preliminary knowledge in the second section, and then
the framework of hybrid collaborative recommendation via
dual-autoencoder is introduced in Section 3. In Section 4,
we describe the experimental setup and the experimental
results of several data sets in detail. In section 5, we briefly
introduce the related work, and in section 6, we summarize
our proposed method and introduce the future work.

Il. NOTATIONS AND PRELIMINARIES

In this section, we first introduce some frequently used nota-
tions as presented in Table 1. Then, we introduce some pre-
liminaries knowledge.

A. AUTOENCODER

Autoencoder is an unsupervised model which attempted to
reconstruct the input data in the output layer [11]. The
Autoencoder consists of a three-layer network in which the
number of neurons in the input layer is equal to the number of
neurons in the output layer, and the number of neurons in the
middle layer is generally smaller than that of the input layer
and the output layer. The reconstructed representations are
generated at the output layer for each training sample through
the network. The purpose of model is to minimize the dis-
crepancy between input and output data by the reconstructed
representations. In a three-layer autoencoder, the process can
be shown as in Eq. (1) and Eq. (2):

§=f(Qx+p) ey
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x'=g(QE+)p) 2)

where Q and Q' are weight matrices whose dimensions are
Q € R and Q' € R respectively, p and p’ are bias
vectors whose dimensions are p € R" and p’ € R" respec-
tively, and f and g are universal activation functions such as
tanh, sigmoid and identity. Given m input instances {)c,}j_1 ,
the goal of the autoencoder is to reconstruct the input data for
minimizing the gap between the output and the input data,

so the expression of objective function is shown as in Eq. (3):

P Z =1
Z [xi —

In our method, sigmoid function is adopted for the encoding
activation of the autoencoder, and identity function is adopted
for the decoding activation, which are two widely used non-
linear activation functions.

= min

f 3
oin g(Q F @u+p+p)|> G

B. SEMI-AUTOENCODER

Almost all variants of autoencoder can be applied to recom-
mended systems, such as denoising autoencoder [12], [13],
variational autoencoder [14]-[16], contractive autoen-
coder [17], [18] and marginalized autoencoder [19]. How-
ever, the dimensions of input layer and output layer are
required to be equal in traditional autoencoder model.
To address this problem, Zhang er al. presented a
model of Hybrid Collaborative Recommendation via Semi-
Autoencoder [9], which utilized the additional information
for latent representation learning by breaking the limitation
of the output and input dimensionality.

The input layer and output layer in semi-autoencoder can
own different dimensions, which is shown as Fig 2. In order
to make better use of additional information, the dimension
of input layer is greater than or equal to the dimension of
output layer, the structure of semi-autoencoder is shown as
the right half of Fig 2. There are two main advantages of
semi-autoencoder compared to autoencoder: firstly, the dif-
ferent feature representations and reconstructions can be cap-
tured flexibly by sampling different subsets from the inputs,
secondly is the convenience of semi-autoencoder to incorpo-
rate additional information in the input layer.

lll. METHODOLOGY

In this section, we first introduce the motivation for the
proposed method, and then the whole framework of proposed
HCRDa is formulated in detail.

A. MOTIVATION

Since the deep learning methods have achieved excellent
performance in recommendation systems, the requirement to
large quantities of labeled data and the existence of high time
complexity prevent the further development of supervised
deep network, such as Convolutional Neural Network (CNN)
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FIGURE 2. lllustration of Autoencoder and Semi-Autoencoder.

and Recurrent Neural Network (RNN). Compared to super-
vised deep learning methods, there are far less attention paid
in autoencoder model for recommendation. However, autoen-
coder has proven to able to learn substantial representations in
many fields, such as image classification [20]. Along this line,
we propose to introduce an autoencoder in recommendation
systems and achieve satisfied results. Traditional matrix fac-
torization generally mapped a high-dimensional matrix to two
low-dimensional matrices. Compared with traditional matrix
factorization methods, autoencoder-based methods can bring
nonlinear parts to the model and improve the fitting ability.
On the other hand, a variety of features can be easily exploited
to improve the accuracy of the model.

Besides this, there are two main problems in the exist-
ing autoencoder recommendation methods. The first is the
training of parameters in autoencoder, and the existing
autoencoder recommendation methods such as ReDa [4]
and REAP [21] where all pre-train the weights and bias
parameters of the network firstly, which caused excessive
convergence time and greatly increased the time complexity.
To address this problem, the sparse rating matrix is directly
input into the autoencoder to learn the feature representations
of the user and item in our proposed method, and the rating
matrix for predicating which reduces the complexity com-
pared to the previous model is obtained.

The second problem is the prediction of missing values
for ratings. Most of the previous autoencoder based rec-
ommendation systems take the reconstruction output as the
prediction of missing values directly, which may deteriorate
performance and achieve the unsatisfied results of recom-
mendation. To address this problem, the matrix factoriza-
tion technique is embedded into the training process of the
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autoencoder, and the reconstruction rating matrix of users
and items is leveraged to predict missing values. In addition,
the additional auxiliary information is combined in our pro-
posed method for alleviating the cold start problem.

B. THE PROPOSED HCRDa

Our proposed HCRDa is introduced with details in this
section. Given the rating matrix R € R"*™ with n items and
m users. The observed rating vector ! is combined with the
additional information vector a' of the item as the input of
the autoencoder to learn the hidden feature representation of
item i. The In (1!, @) € R is the concatenation of 7’ and
d',and In (!, A) € R™ ("™ s the concatenation of r/ and
Al where ! refers to all item rating vectors for a total of n
items, and A! refers to the additional information vector for
all items. The In (r', A) is input into the semi-autoencoder
to learn the hidden representations of the item &;. The purpose
of the autoencoder is to approximate the initial input, and the
original intention of the semi-autoencoder in this paper is to
make the output approximate the partial input, that is, the rat-
ing data. So the reconstruction loss of the semi-autoencoder
that deals with the item, f; of Eq.(6), is the first term of our
objective function. The encoding and decoding processes of
item are shown as Eq.(4), Eq.(5) and Eq.(6):

& =1 (in(r'.4") 0+p) o
=g (Q&+7) )
2
fi= min |l =41 (6)
Q’Q/’p’p/’rmeﬂ

Notably, the functions f and g are nonlinear functions
where f is the sigmoid function and g is the identity function.
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Q € RmH¥xh and @' € RP™ are the weight matrices of
autoencoder, p € R" and p’ € R™ are the bias terms, and / is
the dimensions of hidden layer.

Similarly, the In (rU, AU) € Rmx(ntyu) g input into the
semi-autoencoder, where U is the observed rating vector and
AY is the attribute vector of all users. Similar to the first
part of the objective function, the reconstruction loss of the
autoencoder that processes user ratings, f;, of Eq. (9), is used
as the second term of our objective function. The encoding
and decoding processes of user are as shown as Eq. (7),
Eq. (8) and Eq. (9):

b =1 (1n(r¥.2") Q-+ ) ™

r'Y =g (Q& +1)) ®

5= et a0
Qu,Qu’ ,pu,pu’ i€

where Q,, € R"W>"and Q! € R"™" are the weight matrices
of autoencoder, and p, € R" and p, € R" are the bias
terms. In order to better learn the hidden features of users
and items simultaneously, we combine the method of matrix
factorization. The matrix factorization technique is embed-
ded in the learning process of the autoencoder, so that the
final prediction matrix &£,” approaches the original rating
matrix, and Eq. (10) is used as the third term of our objective
function.

r-ge![ a0

fmf = min )
0,0'.p.p".Qu. Q; ,Pu,PL e

In order to avoid over-fitting, we add the regularization
item of weight matrix with /2 norm as the last term of our
objective function, which is shown as Eq. (11), where y is a
trade-off parameter,

y / /
fi=2 (1o + e +1e? +|e,)  an

In summary, the final objective function of our proposed
framework is shown as Eq. (12):

min  fitSut S 1 (12)
0.Q'.p.p',Qu, O}y Puply 1R

The stochastic gradient descent is used in the proposed
method to optimize the Eq. (12). Until the algorithm con-
verges, we can get the prediction matrix R as Eq. (13).
The specific implementation steps of our proposed HCRDa
algorithm are summarized in Algorithm 1.

R =&&," (13)

IV. EXPERIMENTS

In this section, we conduct extensive experiments on three
real-word datasets to systemically demonstrate the effective-
ness of our proposed methods for recommendation.
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Algorithm 1 HCRDa Algorithm

Input: The rating matrix R € R, the number of hidden
neurons h, and the dimention of user and item attribute vector
is y, and y;, respectively.

Parameter: Trade-off parameter y .

Output: The prediction matrix R’ = &&,7 .

1: Get the attribute information vector a, for each user;

2: Get the attribute information vector a; for each item,;

3: Get the splicing vectors In (r¥, AY) and In (r', A") of
the attribute vectors of the users and the items and the
corresponding rating vectors;

4: Initialize Q, Q, @, @, by truncating a
normal-distributed random number, and set p, p,,
p', p), to 0 vectors.

5: Input In(rV,AY) and In(r',A’) to two semi-
autoencoders;

6: Minimize Eq. (12) using a stochastic gradient descent
algorithm until the algorithm converges;

7. return R’ = £&,7.

A. DATA SETS

We conduct experiments on three real world datasets for
evaluating the performance of our proposed HCRDa. The
details of these three datasets are summarized in Table2.

o The first is the stable benchmark dataset that is widely
used to evaluate the performance of recommendation
system: Movielens 100K.! Movielens 100K contains
additional information about the user and the item,
the item’s additional information used in the experi-
ment includes the genre and year of release, and the
user’s additional attributes includes age, occupation and
gender.

« The second data set is MovieTweetings [22], which is
a collection of movie rating data from Twitter. This is
an extremely sparse rating data set, and the scale of
rating has changed from the traditional 1-5 to 1-10. In the
experiment, we take a 10K snapshot of this dataset and
retain users who have rated at least ten items. The same
item’s additional information as Movielens 100K dataset
is applied in the experiment, but without combining user
profiles.

o The last dataset is FilmTrust, which is a collection of
movie rating data from the website FilmTrust [23]. The
scale of rating has changed from the traditional 1-5 to
0.5-4. This dataset provides trust value between users
in social network-based recommendation systems, but
does not provide user and item attribute information.
Therefore, we only use the rating information of this
dataset to make recommendations in the experiment.
Since the data set provides the trust value between users,
we conduct the experiment and compare the results

1 http://files.grouplens.org/datasets/movielens/ml-100k.zip
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TABLE 2. Statistics of three datasets.

TABLE 3. RMSE and MAE on Movielens100K.

Number of Number of Number of

Dataset . . Desity (%)
items users ratings
MovieLens 100K 1682 943 100000 6.30
MovieTweetings 10K 3096 123 2233 0.59
FilmTrust 2071 1508 35497 1.14

between our proposed HCRDa and the method using
trust matrix factorization technology.

B. COMPARED METHODS AND IMPLEMENTATION
DETAILS

1) BASELINE METHODS

Since the matrix factorization methods that embedded in
the training process of the autoencoder are different from
the previous matrix factorization methods and autoencoder
recommendation methods, we first compare our proposed
HCRDa with the traditional matrix factorization method, and
then compare HCRDa with state-of-the-art methods based on
autoencoder, including:

« NMF (Non-negative Matrix Factorization) [24]: the
basic recomemendation of algorithms for Non-negative
Matrix Factorization.

o PMF (Probabilistic Matrix Factorization) [25]: the
recommendation algorithms for Probabilistic Matrix
Factorization.

« BPMF (Bayesian Probabilistic Matrix Factoriza-
tion) [26]: the recommendation algorithms for Proba-
bilistic Matrix Factorization.

e SVD++ [27]: SVD-++ combines the matrix factoriza-
tion model with the neighborhood model to propose a
multifaceted collaborative filtering model.

o« ReDa (Recommendation via Dual-Autoencoder) [4]:
representation learning via Dual-Autoencoder, which
uses autoencoder to generate latent user and item feature
matrixs.

« HRSA (Hybrid collaborative recommendation via semi-
autoencoder)2 [9]: HRSA generalize Semi-Autoencoder
into a hybrid collaborative filtering model for rating pre-
diction as well as personalized top-n recommendations.

o TrustMF [28]: TrustMF adopts matrix decomposition
technology to make recommendation based on the dual
sparse data of users’ rating information and social trust
network data.

o TrustSVD [29]: Collaborative filtering with both the
explicit and implicit influence of user trust and of item
ratings.

2) IMPLEMENTATION DETAILS

The baselines NMF, PMF, BPMF, SVD++, TrustMF and
TrustSVD implemented by the Toolkit Librec.> The Reda
method has no source code, and its experimental results

2https://github.com/cheungdaven/semi—ae—recsys
3 http://www.librec.net/download.html
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Setting Metric NMF PMF BPMF SVD++ ReDa HRSA HCRDa
0.7248 0.7185 0.7199

70% MAE 0.75720.7396 0.7132 0.7240 40.0067 +0.0041 +0.0031
0.9231 0.9109 0.9176
RMSE 0.9614 0.9324 0.9101 0.9245 40.0081 +0.0030 -£0.0009

80% MAE 0.75270.73320.7044 0.7161 0.7203 0.7073 0.6751
40.0043 £0.0070 £0.0007

RMSE 0.9531 0.9324 0.9000 0.9145 0.9190 0.8971 0.8645
£0.0056 £0.0054 £0.0010

90% MAE 0.7519 0.7286 0.6976 0.7109 0.7153 0.7051  0.6089
40.0094 £0.0034 £0.0099

RMSE 0.9499 0.9226 0.8880 0.9052 0.9114 0.8961 0.7879
£0.0093 £0.0106 £0.0061

TABLE 4. RMSE and MAE on MovieTweetings 10K.

Setting Metric NMF PMF BPMF SVD++ HRSA HCRDa
70% MAE 1.3636 1.4262 1.3411 1.2306 2.4629 0.7519
+0.0300 +0.0208

RMSE 1.8314 1.8945 1.7547 1.6285 2.8488 1.0513
+0.0389 +0.0225

80% MAE 1.3768 1.3987 1.3681 1.2267 2.4756 0.6496
+0.0265 +0.0807

RMSE 1.8533 1.8636 1.7568 1.6213 2.8383 0.9255
+0.0084 +0.0794

90% MAE 12373 1.341 1.2898 1.1397 2.2989 0.6173
+0.0487 +0.0497

RMSE 1.7247 1.7526 1.7105 1.5296 2.7186 0.8588
+0.0504 +0.0537

are obtained from reported papers. The bias matrix of the
autocoder is generated randomly from a normal distribution
of the specified mean and standard deviation, and the initial
value of the bias vector is set to zero. We detect different
hidden layer neurons for the HCRDa model, and set the num-
ber of hidden neurons to 500. After some preliminary test,
the final learning rate is set to 0.001, and trade-off parameter
y is setas 1.

3) EVALUATION METRICS

We use these methods to evaluate their performance in terms
of their respective Root Mean Square Error (RMSE) and
Mean Absolute Error (MAE) on the test set.

2
Z(u,i)eR’“’ (Ru,i - R;,i)

RMSE = N (R (14)
Z(u,i)eR’”’ Ry — R;,i
MAE = (15)
|N (Rtest)|

where R'®! denotes the testing rating matrix, R and R’ are
the original matrix and the prediction matrix respectively,
(u, i) € R™" denotes the rating which user u gives the item i
in the testing dataset, and N (R’e” ) is the number of ratings in
R’®' The smaller the values of MAE and RMSE, the better
the performance of the method.

C. EXPERIMENTAL RESULTS
For each data set, different proportions of the training
set are randomly selected from the samples, and the rest
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FIGURE 3. Recommendation quality of different algorithms tested on three datasets.

TABLE 5. RMSE and MAE on FilmTrust.

Setting Metric NMF PMF TrustMF SVD++ TrustSVD HRSA HCRDa
70% MAE 0.65310.7244 0.6402 0.6240 0.6202 0.6360 0.6326
+0.0039 +0.0127

RMSE 0.8718 0.9829 0.8353 0.8104 0.7995 0.8326 0.8268
£0.0073 £0.0109

80% MAE 0.6478 0.7039 0.6317 0.6159 0.6133  0.6327 0.6029
+0.0115 +0.0023

RMSE 0.8599 0.9536 0.8275 0.8012 0.7919 0.8311 0.7903
+0.0112 £0.0015

90% MAE 0.6476 0.6948 0.6342 0.6242 0.6188 0.6256 0.5524
£0.0010 +0.0009

RMSE 0.85390.9226 0.8280 0.8049 0.7943 0.8103 0.7225
+0.0001 +0.0037

are used as the testing set. Tables 3, 4 and 5 record
the experimental results on the three datasets respectively.
We have the following observations from experimental
results:

« Fig. 3 clearly reflects that, in general, with the increase
of training data, the performance of all algorithms will
be better.

e The performance of HCRDa exceeds the traditional
matrix factorization methods NMF, PMF, BPMF and
SVD ++ (except for one case, the performance of
BPMF exceeds HCRDa), which reveals the ability of
autoencoder model to learn effective features of users
and items. When the training rate reaches 80% and

46036

above, HCRDa outperforms all comparison algorithms
on three datasets.

Only when the sample ratio for training data is 70%,
the recommendation methods based on deep learning,
such as ReDa, HRSA and our HCRDa, may perform
worse than the traditional matrix factorization algorithm
BPMF and TrustSVD. This may be because the deep
learning based recommendation methods require a large
amount of data for training the network to learn the better
feature representations.

The weight parameters of ReDa algorithm are initialized
by stacked autoencoders with the input of rating matrix
firstly. However, our proposed HCRDa randomly initial-
izes parameters, which reduces the complexity of the
algorithm and achieves better results than ReDa.

HRSA makes user-based and item-based recommenda-
tions based on user and item rating matrix and additional
attribute information respectively, without considering
the idea of collaborative filtering. HCRDa considers the
hidden vectors of users and items at the same time,
surpassing the performance of HRSA, indicating the
effectiveness of embedding matrix factorization into the
learning process of autoencoders.

The histogram in Fig. 3 intuitively reflects that with the
increase of the training set, our HCRDa algorithm has
a more significant improvement on the three data sets
compared to other comparison algorithms.
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« All experimental results show that the accuracy of all
algorithms will increase with the increase of the number
of ratings. The height of our algorithm HCRDa in (c) and
(d) of Fig. 3 is almost less than half of the height of
other comparison algorithms. The significant effect of
HCRDa on 10K indicates that our algorithm is less
affected by rating density than baselines, so HRCDa has
an advantage in processing sparse data.

D. ANALYSIS OF PROPERTIES IN HCRDa

1) IMPACT OF DATA SPARSITY

The sparsity of data has always been one of the fac-
tors affecting the effectiveness of recommendation methods.
Table 4 and the middle row of Fig. 3 reflects the experimental
results of various methods on snapshots of MovieTweetings
in a particularly sparse dataset. Our algorithm did not improve
significantly on the movielens 100K dataset, and improved
the most on 90% of the 100K. Compared with the comparison
algorithms such as NMF, PNF, BPMF, SVD++, ReDa and
HRSA, our algorithm improved the RMSE evaluation criteria
by 17.1%, 14.6%, 11.3%, 13.0%, 13.6% and 12.1%, respec-
tively. On other training sets, our algorithms have slightly
improved RMSE evaluation standards than other comparison
algorithms (except the BPMF algorithm on 70% of the 100K
set). However, on 10K datasets, our algorithm improved
the RMSE performance of other comparison algorithms by
around 50%. For example, when the sample ratio for training
data is 80%, the percentage improvement of our algorithm
in RMSE relative to the comparison algorithm is 50.1, 50.3,
47.3, 42.9 and 67.3 respectively. For more sparse datasets,
the more obvious advantages of our proposed method. The
experimental results of the matrix factorization methods on
the MovieTweetings 10K dataset are not much different, but
SVD++ has the highest accuracy. This may be because
SVD++ not only considers the user’s rating information
but also combines the implicit information to improve the
experimental performance. The HRSA that uses only one
autoencoder to reconstruct the user’s rating matrix has a much
worse result on this data set, which means the autocoder may
not be able to learn the hidden features of the user and the item
well. Although our method also uses the autoencoder model
to learn the features of users and items, we combine matrix
factorization technology during the training process, so that
the autoencoder can better learn the hidden features of users
and items, and improve the experimental performance.

2) IMPACT OF TRUST VALUE

Table 5 and the last line of Fig. 3 shows the experimental
results of all methods on the dataset filmtrust. On this data
set, we have added the TrustSVD++ contrast algorithm,
which is the first algorithm that combines SVD++ and
social trust information to obtain an excellent effect. The
TrustSVD model outperforms other comparison methods on
this dataset. When the training rate is 80% and 90%, our
proposed HCRDa achieves satisfactory results, even without
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TABLE 6. Impact of side information on Movielens 100K.

. . HCRDa
Movielens100K Metric without side information HCRDa Improvement(%)
70% MAE 0.7399 0.7199 2.778
+0.0053 +0.0031
RMSE 0.9394 0.9176 2.376
+0.0058 +0.0009
80% MAE 0.6937 0.6751 2.755
+0.0055 +0.0007
RMSE 0.8855 0.8645 2.429
+0.0144 +0.0010
90% MAE 0.6405 0.6089 5.190
+0.0092 +0.0099
RMSE 0.8241 0.7879 4.594
+0.0035 +0.0061

the trust value between users. Especially when the training
rate is 90%, our algorithm improves 15.4%, 21.7%, 12.7%,
10.2%, 9.0%, and 10.8% compared with other comparison
algorithms including TrustSVD++ on the RMSE evaluation
standard. However, with only 70% of the training set, the trust
value between users may play a certain role, and TrustSVD
achieved a leading accuracy rate. However, the algorithm is
only 3.3% more accurate on RMSE than we are. To sum up,
we can achieve or even surpass the algorithms using explicit
information, implicit information and trust value information
by using rating information and additional information.

3) IMPACT OF SIDE INFORMATION
The movielens 100K dataset has both user attribute infor-
mation and item description information, so experiments on
the impact of side information are performed on this dataset.
From Table 6, we can see that the additional information
of this dataset has a certain degree of impact on RMSE
and MAE. The impact of additional information is modest,
the biggest improvement rate on RMSE is 4.594%. Even
without side information, our algorithm outperforms all com-
parison algorithms in training rates of 80% and 90% for 100K
data sets.

Overall, the experimental results on three data sets show
that our proposed HCRDa has higher accuracy than start-of-
the-art methods, and can better solve the data sparse problem.

V. RELATED WORK

Recommendation system has attracted a vast amount of atten-
tion and research in recent decades, and has been applied
widely in multiple fields especially in the e-commerce site.
In this section, we introduce traditional recommendation
system method, deep learning based recommendation sys-
tem method and autoencoder based recommendation system
method.

A. TRADITIONAL RECOMMENDATION SYSTEM

The recommendation system recommends to users which
they might like by evaluating the user’s preferences for the
item [30]. Traditional recommendation system methods can
be generally fall into three categories [30]: content-based
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recommendation methods, collaborative filtering, and hybrid
recommendation methods. The content-based recommenda-
tion system [31] constructs the user’s preference characteris-
tics according to the product information that the user likes
in the past, calculates the similarity between the candidate
item and the user preference feature, and recommends the
most similar item to the user. The content-based recommen-
dation methods face the problems of limited content analysis,
overspecialization and new user issues [30]. The collaborative
filtering methods discover the user’s preferences by mining
historical interaction data between user and item, group the
users based on different preferences and recommend potential
interested items to users. Matrix factorization is the most
widely applied algorithm in traditional collaborative filtering
methods, which factorizes the rating matrix into two matrices:
the feature matrix of user and the feature matrix of item, and
one row and one column of each matrix are taken as the inner
product for prediction [3]. Since collaborative filtering only
considers the information of user’s rating, it is easy to cause
a cold start problem. Hybrid recommendation methods com-
bine two or more previous recommended methods together
for recommendation [31]-[33].

B. DEEP LEARNING BASED RECOMMENDATION SYSTEM
With the substantial performance of deep learning in the
fields of computer vision and speech recognition, it demon-
strates the ability to learn latent and more powerful feature
representations [34]. Recently, deep learning has already
been applied in recommendation systems and achieved the
encouraging results. Deep learning models commonly used
in the recommended system include Multilayer Perceptron
(MLP), Convolutional Neural Network (CNN), Recurrent
Neural Network (RNN) and Autoencoder (AE). One typical
deep recommendation method based on MLP is neural col-
laborative filtering (NCF) [5], which is a general framework
for collaborative filtering based on neural networks. Most
CNN-based recommendation systems utilize their powerful
data processing capabilities to extract features from unstruc-
tured media data, such as image feature extraction [35], [36],
text feature extraction [37], and audio and video feature
extraction [38], [39]. RNN has a strong ability to process
sequential data, so it is generally used for session-based rec-
ommendations [40], [41]. In the CNN based and RNN based
recommendation methods, there exist some problems such as
requiring a large number of labeled data and long training
time.

C. AUTOENCODER BASED RECOMMENDATION SYSTEM

The autoencoder based recommendation methods have
achieved sound performance for the superiority of no label
requirement and fast convergence speed. The existing autoen-
coder based recommendation systems can be generally
divided into two types [11]: one is to learn the latent feature
representations of the user and the item with autoencoder,
and the other is to fill the missing value of the original
matrix in the reconstruction layer of autoencoder. In the
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first method, the parameters of autoencoder need to be pre-
trained, which increases the time complexity greatly. For
example, Zhuang et al. proposed the model of Recommen-
dation via Dual-Autoencoder (ReDa) [4], two autoencoders
were employed to train the original rating matrix for initializ-
ing the bias parameters, and then the gradient descent method
was used to optimize the objective function for obtaining the
final prediction matrix. The essence of the ReDa model is to
obtain the hidden features of users and items by autoencoders.
In the second method, the reconstructed value is directly uti-
lized as the predicted value without combining the traditional
recommended learning method.

VI. CONCLUSION

In order to meet the needs of users for items, most traditional
methods use matrix factorization to obtain the hidden features
of users and/or items. With the superiority of deep learning in
feature learning, recommendation algorithms based on deep
learning spring up. In our proposed framework, we stitched
the additional information vectors and rating vectors of users
and items as inputs to the two autoencoders, alleviating the
cold start problem. Two novel autocoders are used to learn
both users and items hidden features to reduce time com-
plexity. In addition, we incorporate the matrix factorization
method into the objective function of the training autoencoder
to better obtain the hidden features of users and items. Exper-
imental results on three real data sets show the superiority of
our method.

At the same time, experimental results show that the deep
learning-based recommendation method require a lot of train-
ing data, it can achieve better results when the training set
is large, but when the training set is small, it may not be as
satisfactory as the traditional matrix decomposition recom-
mendation method. In future work, we will try to improve
the accuracy of using autoencoder recommendations when
the training set is small, possibly through more network
layers. We will also consider incorporating more additional
information, such as trust values between users and implicit
feedback.
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