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ABSTRACT Among many multi-carrier systems, circular filter-bank multi-carrier offset quadrature ampli-
tude modulation (CFBMC-OQAM) is one of promising candidates for future wireless communications.
This paper studies the impact of phase noise and its compensation for CFBMC-OQAM under imperfect
channel estimation, which has not been done before. In the presence of phase noise, a two-stage phase
noise compensation algorithm is proposed. In the first stage, the channel frequency response and phase
noise are estimated based on the transmission of a preamble. Such a preamble is designed to minimize
the channel mean squared error. In the second stage, the estimated channel obtained from the first stage
together with pilot symbols are used to compensate for the phase noise and detect the transmitted signal.
Simulation results obtained under practical scenarios show that the proposed algorithm effectively estimates
the channel frequency response and compensates for the phase noise. The proposed algorithm is also shown
to outperform an existing algorithm that performs iterative phase noise compensation when phase noise
impact is high.

INDEX TERMS FBMC, OFDM, CFBMC-OQAM, phase noise, preamble design, channel estimation.

I. INTRODUCTION
Multi-carrier transmission techniques have been extensively
studied over the last few decades [1]. Currently, cyclic prefix
orthogonal frequency-division multiplexing (CP-OFDM)1

[1], [2] is a popular choice for broadband wireless communi-
cation systems because it offers many advantages including
resistance to multipath distortions by using CP, and a simple
one-tap channel equalization, and efficient implementations
based on the fast Fourier transform (FFT). However, OFDM
also has its own disadvantages. Two major disadvantages
are: (i) the effect of rectangular pulse shaping in the con-
ventional OFDM leads to a high out-of-band emission to
neighboring frequency bands [1], and (ii) fairly complicated
carrier frequency offset and timing synchronization tech-
niques are needed to establish subcarrier orthogonality at the
receiver [3]–[7].

In the search for more favorable waveforms for the phys-
ical layer of the next-generation wireless networks, a num-
ber of signaling methods has been suggested. The proposed
waveforms can be broadly classified into two groups, one

The associate editor coordinating the review of this manuscript and

approving it for publication was Yunlong Cai .
1For brevity, CP-OFDM is simply referred to as OFDM in the paper.

with linear pulse shaping and the other with circular pulse
shaping. Filter-bankmulti-carrier offset quadrature amplitude
modulation (FBMC-OQAM) is one of the signaling methods
in the first group that can resolve the above problems in
OFDM [1], [8]. Specifically, with the use of well-designed
prototype filters [9]–[11], an FBMC system can avoid the
high spectral leakage issue in the conventional OFDM.On the
other hand, using OQAM splits complex data into real and
imaginary parts which consequently relaxes the orthogonality
condition to the real field [1], [8]. However, FBMC-OQAM
does not have a block-based structure like OFDM, which
makes the channel estimation and equalization tasks signif-
icantly more complicated when compared to OFDM.

Recently proposed as candidates for the air interface of 5G
networks [12], generalized frequency division multiplexing
(GFDM) [13], [14] and circular filter-bank multi-carrier off-
set quadrature amplitude modulation (CFBMC-OQAM) [15]
are signaling methods that use circular pulse shaping. With
circular pulse shaping, the length of the CP can be cho-
sen to be the same as the length of the channel impulse
response, i.e., independent of the length of the added pulse
shaping filter. This is not the case with linear pulse shaping
in which the CP length needs to cover both the length of the
channel impulse response and the delay introduced by the
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shaping filter. Similar to the conventional OFDM, the channel
estimation and equalization in these systems can be sim-
ply performed after removing the CP. However, different
from GFDM which is a non-orthogonal system and thus can
severely suffer from the impact of inter-symbol interference
(ISI) and inter-carrier interference (ICI), CFBMC-OQAM is
an orthogonal system in the real domain.

In practice, to perform the channel equalization task,
the channel state information has to be first estimated
based on the transmission of either pilots or preambles as
in [16]–[18] for OFDM, and [19]–[22] for FBMC-OQAM,
and [23], [24] for GFDM. However, to the best of our knowl-
edge, all studies on CFBMC-OQAM assume that the channel
frequency response is perfectly known for the equalization
task [12], [15] and thus the bit-error rate (BER) performance
of CFBMC-OQAM is equivalent to that of OFDM under the
same system configuration. Such an assumption does not hold
in practice.

Any multi-carrier systems suffer from physical impair-
ments, especially the phase noise (PN). Impact of PN on
OFDM systems has been extensively studied in the last few
decades [25]–[29]. In the time domain, the effect of PN can be
represented as a multiplicative noise in the form of a complex
exponential function. In the frequency domain, on the other
hand, the PN impact can be separated into two components,
namely common phase error (CPE) and ICI. The first com-
ponent results in a common rotation of all symbols, while
the second component is different for every symbol. Mitigat-
ing the PN impact in OFDM systems can be performed in
either the frequency domain [26], [27], [30]–[32] or the time
domain [28], [29], [33]–[37].

In [31], the frequency-domain PN vector is estimated by
solving a constrained quadratic optimization problem. How-
ever, the problem is solved under the assumption that PN is
very small so that the constraint is relaxed and applied only
for the real part of the first frequency-domain PN component.
To improve the PN estimation in [31], better constraints
are considered in [32] and [34]. The constraint in [32] is
derived based on a geometrical structure associated with the
frequency-domain PN components, whereas the constraint
in [34] relies on the fact that the complex exponential func-
tions of PN have unit magnitudes. Applying the so-called
S-procedure, the optimization problem in [32] is solved as
a semidefinite programming problem. However, because of
the inherently high computational complexity of semidefinite
programming, the algorithm in [32] may not work efficiently
when the number of sub-carriers is very large as expected in
future communication systems. On the other hand, an algo-
rithm known as majorization-minimization [38] is applied to
estimate the channel and PN in [34] with low complexity that
allows to deal with systems having a much larger number of
sub-carriers.

In [35], an iterative PN compensation algorithm is pro-
posed for OFDM. With this iterative approach, based on the
estimated channel and the output of a soft-decision Viterbi
decoder, the receiver tries to replicate the PN-free transmitted

signal and uses it to estimate the PN in the time domain
by a one-tap least mean square (LMS) method. Performance
advantage of the iterative PN compensation algorithm over
other algorithms is illustrated in terms of the packet-error
rate (PER) in [35]. The iterative technique in [35] is further
considered in [36] and [37] for 60 GHz and 10 Gbps OFDM
experimental systems, respectively.

The impact of PN has recently been considered in [39], [40]
for FBMC-OQAM, [41] for GFDM, and [42] for
CFBMC-OQAM. Different from OFDM, FBMC-OQAM,
GFDM and CFBMC-OQAM suffer from two intrinsic inter-
ferences, namely ISI and ICI. Therefore, these systems gen-
erally have additional interference components when PN
is taken into account. Consequently, mitigating the impact
of PN in such systems is more complicated than that in
OFDM [39]. In [40], two novel CPE compensation algo-
rithms, one is a pilot-based approach and the other is a
blind approach exploiting the interference structure from the
neighboring sub-channels, are proposed for FBMC-OQAM.
Under the small PN assumption, the paper shows that the
proposed algorithms nearly achieve the optimal performance
when no PN is considered. The authors in [41] propose a filter
for GFDM systems to maximize the signal-to-interference
ratio in the presence of timing offset, carrier frequency offset
and PN. In our previous study [42], we investigated the
impact of two different PN types, one is based on a free-
running (FR) oscillator and the other is based on a phase-
locked loop (PLL) oscillator, on CFBMC-OQAM systems
and proposed an algorithm to effectively compensate the PN
impact by taking the intrinsic self-interferences into account.
However, the work in [42] assumes that the channel frequency
response is perfectly known.

The impact of PN on CFBMC-OQAM and its compen-
sation under imperfect channel estimation shall be studied
in this paper. Since CFBMC-OQAM is different from both
OFDM and FBMC in terms of signal processing opera-
tions, existing techniques developed for OFDM and FBMC
might not provide good performance when applied straight-
forwardly to CFBMC-OQAM. First, it shall be shown that,
compared to OFDM, performance of CFBMC-OQAM is
much more susceptive to imperfect channel estimation even
when there is no PN. The paper then proposes a pream-
ble design to minimize the channel mean squared error
(MSE) and consequently mitigate the performance degrada-
tion. In the presence of PN, the paper proposes a two-stage
PN compensation algorithm. With the designed preamble,
channel and PN are estimated in the first stage. Different
from previous works [31], [32], [34] where the channel is
estimated based on the least square (LS) method, the channel
estimation in this paper is performed based on the mini-
mum mean-squared error (MMSE) method to significantly
improve the estimation performance. In the second stage,
the estimated channel obtained from the first stage is then
utilized together with pilots to compensate for the impact of
PN and detect the transmitted data. To avoid error propagation
and long latency experienced by iterative PN compensation
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algorithms [35]–[37], a non-iterative method is proposed in
the second stage. Simulation results obtained under practical
scenarios illustrate the effectiveness of the proposed method
in compensating for the PN impact in the presence of imper-
fect channel estimation. Especially, the proposed two-stage
algorithm is shown to outperform the iterative PN compensa-
tion algorithm in [35] when the PN is large.

It is relevant to point out that paper [43] proposes a two-
step algorithm to estimate the carrier frequency offset (CFO)
and channel in a multi-input multi-output FBMC-OQAM
system. Specifically, in the first step, the CFO is coarsely
estimated by using the cross correlation between the received
signal and the known preamble. After CFO compensation,
the effective channel, which is a combination of the residual
CFO and the real channel, is estimated in the second step
by either weighted LS or MMSE estimator. The difference
between [43] and our paper is that the impact of CFO is
represented via a single unknown variable. Once an estimated
CFO is obtained from the first step based on preambles,
it is used for channel estimation in the second step and data
detection for the remaining transmission blocks. However,
in our paper, PN needs to bemodeled as a random process and
it changes from one transmission block to the other. As such,
the estimated PN vector obtained based on a preamble block
cannot be reused for the data detection in the next blocks.

This paper is organized as follows. The system model is
presented in Section II, which includes a brief review of a
CFBMC-OQAM system and characteristics of two PN types.
In the first part of Section III, a preamble design is proposed
to mitigate the performance degradation in CFBMC-OQAM
due to imperfect channel estimation and when PN is absent.
Under the presence of PN, the paper proposes a two-stage
PN compensation algorithm. The first stage is presented in
the second part of Section III to estimate the channel and PN.
The second stage is described in Section IV to compensate
for the PN impact and detect the transmitted data. Simulation
results are provided in Section V. Section VI concludes the
paper.
Notation: Lowercase letters are used to denote scalars.

Lowercase boldface and uppercase boldface letters stand for
vectors and matrices, respectively. Symbols (·)†, (·)T , (·)H ,
(·)−1, (·)∗, |·|, ||·||2, and ~ denote pseudo-inverse, transpose,
Hermitian, inverse, complex conjugate, modulus, `2-norm
and circular convolution operations, respectively. Symbols
R{·}, I{·}, diag[·], and E[·] denote the real and imaginary
parts of a complex variable, a diagonal matrix if the argument
is a vector, or a vector if the argument is a diagonalmatrix, and

expectation operation, respectively. 1N×1 denotes a column
vector whose N components are all 1’s.

II. SYSTEM MODEL
A. CFBMC-OQAM
Consider a discrete-time complex baseband equivalent
CFBMC-OQAM system as illustrated in Fig. 1.
Let N = KM . Then, the transmitted signal vec-
tor corresponding to the ith transmission block xi =[
xi(0) xi(1) · · · xi(N − 1)

]T is constructed from a K × 2M
block of data defined over K sub-carriers and 2M time slots
as

xi(n)=
K−1∑
k=0

2M−1∑
m=0

jk+mdk,mi gm(n)ej
2πkn
K , n = 0, 1, · · · ,N−1

(1)

where 1 ≤ i ≤ Nb and Nb is the number of blocks per one
transmission frame, gm(n) = g

(
n− mK

2

)
N is a cyclic shift

version of a length-N real-valued and symmetric prototype
filter g0(n) = g(n). Equation (1) can be rewritten as

xi = Adi (2)

in which di =
[
d0i d1i · · · d

K−1
i

]T
and dqi =[

dq,0i dq,1i · · · dq,2M−1i

]T
. To enable offset QAM, the real

and imaginary parts of a complex QAM symbol in the ith
transmission block, sk,mi = sk,mi,R + jsk,mi,I , are separated
and arranged in (3), as shown at the bottom of this page.
The real-valued vector di is then obtained by vectorizing
the matrix on the left of (3). A is called the modulation
matrix whose (m + 2kM )th column is A[:,m + 2kM ] =

jk+m
[
gm(0)ej

2πk0
K , · · · , gm(N − 1)ej

2πk(N−1)
K

]T
[15]. ACP of

length L is added to xi before transmitting.
The channel h =

[
h(0) h(1) · · · h(µ− 1)

]T is character-
ized by µ taps, where µ ≤ (L + 1). It is assumed that
h ∼ CN (0,6) and 6 = E

[
hhH

]
is the µ × µ channel

covariance matrix. When there is no PN, the received sig-
nal corresponding to the ith block after removing the CP is
written as

yi = Hcircxi + wi (4)

where wi ∼ CN
(
0, σ 2

wI
)
represents noise, and Hcirc is a

circulant matrix whose columns are circularly shifted from
vector

[
h(0) h(1) · · · h(µ− 1) 0 · · · 0

]T
N×1. It is noted that

Hcirc can be represented as Hcirc = FH0F where F is the


d0,0i d0,1i · · · d0,2M−1i
d1,0i d1,1i · · · d1,2M−1i
...

...
. . .

...

dK−1,0i dK−1,1i · · · dK−1,2M−1i

 =


s0,0i,R s0,0i,I · · · s0,M−1i,R s0,M−1i,I

s1,0i,R s1,0i,I · · · s1,M−1i,R s1,M−1i,I
...

... · · ·
...

...

sK−1,0i,R sK−1,0i,I · · · sK−1,M−1i,R sK−1,M−1i,I

 . (3)

VOLUME 8, 2020 47249



L. D. Le, H. H. Nguyen: PN Compensation for CFBMC–OQAM Systems Under Imperfect Channel Estimation

FIGURE 1. A discrete-time complex baseband equivalent CFBMC-OQAM transceiver.

normalized DFT matrix whose (k,m)th element is given as
[F]k,m =

1
√
N
e−j

2πmk
N and 0 is a diagonal matrix whose diag-

onal elements are subcarrier channel gains in the frequency
domain. To detect the desired signal, the received signal yi is
first converted to the frequency domain by a DFT transform,
then channel equalized with matrix 0̂ which is an estimate of
0 based on a known preamble, and further IDFT transformed
to obtain x̂i. Then, x̂i is passed through a bank of matched
filters and the estimate of di is obtained by taking the real
part of the filtered output as d̂i = R

{
AH x̂i

}
[15].

In the presence of PN, the received signal for the ith block is

yi = PiHcircxi + wi (5)

where Pi = diag
[
ejθ (ε) ejθ (ε+1) · · · ejθ (ε+N−1)

]
repre-

sents the effect of PN on the ith transmission block and
ε = (i − 1)N + iL. It is pointed out that the form of
the input/output relation as in (4) and (5) is common to
many multicarrier systems, including OFDM, GFDM and
CFBMC-OQAM, which use a CP to overcome the ISI effect
of a frequency-selective fading channel. However, different
signal processing operations result in either an orthogonal
system (such as OFDM), or a non-orthogonal system (such
as GFDM), or a real-domain orthogonal system (such as
CFBMC-OQAM). Therefore, it is necessary to study differ-
ent systems in detail when the impacts of PN and imperfect
channel estimation are considered.

B. PHASE NOISE
This section briefly reviews two PN models: one is based
on a free-running oscillator and the other is based on a PLL
oscillator.

1) FR-PN MODEL
Let αv(n) denote the discrete-time phase deviation from an
FR oscillator at the nth sampling time. It can be modeled as
αv(n) =

∑n−1
i=0 ρ(i) where ρ(i)’s are independent and identi-

cally distributed (i.i.d) zero-mean Gaussian random variables
with variance σ 2

ρ = cvTs. Here, cv is a constant describing the
quality of an oscillator, and Ts is the sampling interval. The
PN is θ (n) = 2π fcαv(n) = ωcαv(n), where fc is the carrier
frequency. Thus, the discrete-time FR-PN at the nth sampling
time θ (n) can bemodeled as a zero-meanGaussian distributed
random variable with variance nω2

ccvTs, which grows lin-
early with the sample index n. Furthermore, the autocor-
relation function of the phase deviation can be computed
as E [αv(n1)αv(n2)] = cvTsmin (n1, n2) [44]. Define R
as the PN covariance matrix, whose (n1, n2)th component
is [25]:

R(n1, n2) = exp
{
−
1
2
|n1 − n2|ω2

ccvTs

}
. (6)

The above PN covariance matrix will be used later to com-
pensate the impact of PN.
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2) PLL-PN MODEL
A general PLL-based frequency synthesizer is described
in [25]. Let αr (n), αv(n), and β(n) denote the discrete-
time phase deviations at the output of the reference oscil-
lator, the frequency synthesizer, and the phase detector,
respectively. Then αv(n) = β(n) + αr (n) [45]. The ref-
erence oscillator is basically the same as a FR oscillator
which is characterized by a quality factor cr . The phase
deviation output of the phase detector, i.e., β(n), is mod-
eled as a one-dimensional Ornstein-Uhlenbeck process [45].
Furthermore, the correlation properties between αr (n) and

β(n) are: E {β(n1)αr (n2)} =
no∑
i=1
µieλiTsmin (0,n2−n1) and

E {β(n1)β(n2)} =
no∑
i=1
νie−λiTs|n1−n2| where no = 1 + olpf,

and olpf represents the order of the loop filter [25], [45]. The
values of λi, µi and νi are given, for instance in [45], for
the PLL-based oscillator with a first-order loop filter. The
(n1, n2)th component of the covariance matrix R is obtained
as [25]

R(n1, n2) = exp
{
−

1
2
ω2
c

[
|n1 − n2|crTs

+2
no∑
i=1

(νi + µi)
(
1− e−λiTs|n1−n2|

) ]}
. (7)

III. ESTIMATION OF PHASE NOISE AND CHANNEL
FREQUENCY RESPONSE
It is clear that the estimated channel 0̂ plays a critical role
in detecting the transmitted signal. In practice, the channel
state information can be obtained based on the transmission
of preambles or pilot symbols. Specifically, preambles are
training blocks which are transmitted at the beginning of
each transmission frame, while pilots are known symbols
which are embedded into transmission blocks based on a
specific pattern and transmitted along with the data. Given
known preambles or pilots, channel frequency response can
be estimated by dividing the received signal by the corre-
sponding preambles or pilots. Since a preamble occupies the
entire transmission block, the channel estimation based on a
preamble, if well designed, should be better than that obtained
based on pilot symbols. Hence, a preamble is designed and
used to estimate the channel in this paper, while pilot symbols
are used to compensate for the PN.

Generally, channel estimation can be done in either
time or frequency domain [4], [46], [47]. It appears that the
frequency-domain approach is more common in practice for
a multicarrier system since it can make use of the IFFT/FFT
blocks already existing in the system and it also integrates
well with the data detection process, which is conveniently
performed in the frequency domain. As such, frequency-
domain channel estimation is also adopted in this paper.

In this paper, it is assumed that the channel changes slowly
during multiple transmission blocks, while PN changes fast
and varies from one block to the other. Under this assumption
the channel estimation based on the preamble, which is the

first transmitted block in a transmission frame, can be used
to compensate for the impact of PN and detect the data in
the remaining transmission blocks. Thus, this paper proposes
an algorithm which has two stages. Specifically, the channel
frequency response and PN are estimated in the first stage
based on the preamble. Given the estimated channel, data and
PN can be estimated based on the pilot symbols in the second
stage. To perform this two-stage PN compensation algorithm,
the switch in Fig. 1 is toggled between the two positions.

A. CHANNEL ESTIMATION AND PREAMBLE DESIGN
WITHOUT THE PRESENCE OF PN IN CFBMC-OQAM
First, the received signal corresponding to the first transmis-
sion block y1 is converted to the frequency domain by a DFT
transform to as

ŷ1 = Fy1 = FHcircAd1 + Fw1 = 0FAd1 + ŵ1. (8)

Define S1 = diag[FAd1] and hf = diag[0]. Then (8) can be
rewritten as

ŷ1 = S1hf + ŵ1. (9)

For channel estimation, a known preamble is transmitted
and hence S1 is known. When the LS estimation method is
employed, the estimated channel frequency response ĥf ,LS is
obtained by minimizing the following cost function:

C(ĥf ,LS) =
∣∣∣∣∣∣ŷ1 − S1ĥf ,LS

∣∣∣∣∣∣2
2
. (10)

By setting the derivative of the cost function with respect to
ĥf ,LS to zero, one obtains

ĥf ,LS = S−11 ŷ1. (11)

It then follows that the MSE between ĥf ,LS and hf is

E[||ĥf ,LS − hf ||22] = E
[
Tr
(
(ĥf ,LS − hf )(ĥf ,LS − hf )H

)]
= Tr

[
E
(
S−11 ŷ1 − hf

) (
S−11 ŷ1 − hf

)H]
= Tr

[
E
(
S−11

(
S1hf + ŵ1

)
− hf

)
×(

S−11

(
S1hf + ŵ1

)
− hf

)H]
= Tr

[
E
(
S−11 ŵ1ŵH

1

(
S−11

)H)]
= σ 2

wTr
{(

SH1 S1
)−1}

. (12)

As expected the MSE depends on the preamble through the
diagonal matrix S1. This also means that one can design the
preamble to minimize the MSE.
Define 9 = SH1 S1 = diag

[
ψ0 ψ1 · · · ψN−1

]
. Then the

preamble design problem is stated as

minimize
ψi

N−1∑
i=0

1
ψi

subject to ψi ≥ 0 i = 0, 1, · · · ,N − 1
N−1∑
i=0

ψi ≤ N . (13)
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In (13), the first constraint is to guarantee that 9 is a positive
semi-definite matrix, while the second constraint is to make
sure that the total power of S1 is no more than N . The
solution for the optimization problem in (13) can be obtained
by applying the Karush-Kuhn-Tucker conditions [48] and
the solution is 9 = I. Thus, S1 is a diagonal matrix
whose diagonal elements are in the forms of exponential
functions, i.e.,

S1 = diag
[
ejκ0 ejκ1 · · · ejκN−1

]T
. (14)

Given S1 = diag (FAd1) and the fact that R
{
AHA

}
= I for

a well-designed shaping filter [15], the preamble is finally
obtained as

d1 = R
{
AHFHdiag [S1]

}
. (15)

The above preamble design can be straightforwardly
applied to OFDM systems where the modulation matrix A is
replaced by the inverse DFT matrix FH . This also means that
to minimize the channel MSE, the preamble for OFDM under
the LS channel estimation has to satisfy the unit-magnitude
condition, namely |diag[S1]| = 1N×1. This is consistent with
previous studies for OFDM [16], [18], [49], [50].

It is pointed out that the preamble design in this paper
does not take into account either the impact of PN or fading
channel. This is a common practice (see e.g., [51], [52])
and is motivated by the fact that preambles are usually
used for various purposes, such as establishing synchroniza-
tion between the transmitter and receiver, estimating system
parameters and channel statistics. To be applied ubiquitously,
these preambles should be designed or selected without tak-
ing into account specific propagation channels and physical
impairments. Given the designed preamble, the channel can
be estimated based on either LS orMMSEmethod depending
on whether statistical characteristics of channel and noise are
available.

B. ESTIMATION OF PN AND CHANNEL FREQUENCY
RESPONSE
In the presence of PN, this section is performed on the first
transmission block, i.e., the designed preamble. Due to PN,
the received signal (after removing CP) corresponding to the
first transmission block becomes

y1 = P1Hcircx1 + w1 = P1FHS1hf + w1 (16)

where P1 = diag
[
ejθ (L) ejθ (L+1) · · · ejθ (N+L−1)

]
represents

the effect of PN on the first transmission block.
It is seen from (16) that there exists an inter-dependency

between PN and the channel, i.e., estimation of the chan-
nel depends on PN and vice versa. To estimate PN and
the channel, the approach in [31], [32], [34] is adopted.
In such an approach, the inter-dependency is decoupled by
first obtaining the LS-based channel estimate which is a
function of the unknown PN matrix. Then, the estimated
channel is substituted into the optimization problem which
minimizes the MSE for PN estimation. However, different

from the previous studies, the MMSE method is used to
estimate the channel in this paper. Compared to LS-based
channel estimation, the MMSE method takes into account
statistical characteristics of both channel and noise to improve
the channel estimation quality. To focus on the PN compensa-
tion algorithm, it is assumed that the statistical characteristics
of channel and noise are known at the receiver.2

The MMSE channel estimate ĥf ,MMSE is found by mini-

mizing E
[
||hf − ĥf ,MMSE||

2
2

]
[53]. The orthogonality prin-

ciple states that

E
[(

hf − ĥf ,MMSE

)
ĥHf ,MMSE

]
= 0, (17)

which results in

ĥf ,MMSE = N F̆6F̆HSH1

×

(
NS1F̆6F̆HSH1 + σ

2
wI
)−1

FPH1 y1 (18)

where F̆ contains the first µ columns of F. A proof for (18)
is given in Appendix A. Recall that ĥf ,LS =

(
P1FHS1

)†
y1 = S−11 FPH1 y1. Thus, it can be seen from (18) that the
MMSE channel estimate can be expressed as a linearly-
weighted version of the LS channel estimate, namely
ĥf ,MMSE =Wĥf ,LS, where

W = N F̆6F̆H
(
N F̆6F̆H + σ 2

w

(
SH1 S1

)−1)−1
. (19)

With the expression of the MMSE channel estimate
ĥf ,MMSE, PN is then estimated to minimize the following
MSE:

P1 = argmin
P1

∣∣∣∣∣∣(y1 − P1FHS1hf
)∣∣∣hf=ĥf ,MMSE

∣∣∣∣∣∣2
2
. (20)

Let B = NFHS1F̆6F̆HSH1
(
NS1F̆6F̆HSH1 + σ

2
wI
)−1

F.
Then the cost function in (20) can be rewritten as

C(P1) =
∣∣∣∣∣∣(y1 − P1FHS1hf

)∣∣∣hf=ĥf ,MMSE

∣∣∣∣∣∣2
2

=

∣∣∣∣∣∣y1 − P1BPH1 y1
∣∣∣∣∣∣2
2

= yH1 y1 − yH1 P1

(
B+ BH

)
PH1 y1

+yH1 P1BHBPH1 y1

= yH1 P1

(
I− 2B+ BHB

)
PH1 y1. (21)

The last equation in (21) is derived based on the fact that
P1PH1 = I and B is a Hermitian matrix, i.e., B = BH . Thus,
the optimization problem (20) becomes

P1 = argmin
P1

yH1 P1

(
I− 2B+ BHB

)
PH1 y1. (22)

2In practice, statistical information of channel and noise can be obtained
using either data-aided techniques (which require and make use of pilot
symbols) or non-data aided techniques (which are based directly on the
received signals).
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Define U = (I−2B+BHB), which is a Hermitian matrix,
Y1 = diag [y1], and ρ =

[
ρ0 ρ1 · · · ρN−1

]T
= diag [P1]H .

Then the optimization problem (22) can be rewritten as

minimize
ρ

ρHYH
1 UY1ρ

subject to |ρi| = 1; i = 0, 1, · · · ,N − 1. (23)

A similar form of the optimization problem (23) can be
found in [31], [32], [34]. Similar to [34], the majorization-
minimization algorithm is applied to solve (23). The prin-
ciple behind the majorization-minimization algorithm is to
transform a difficult problem into a series of simpler prob-
lems. This algorithm consists of two steps. In the first step,
i.e., majorization, a surrogate function needs to be found
which locally approximates the objective function at the cur-
rent point. In the second step, i.e., minimization, the surrogate
function is minimized.

From (23), define V = µmaxIN×N where µmax is the max-
imum eigenvalue ofU. The surrogate function corresponding
to the objective function in (23) is [38]

g(ρ) = ρHYH
1 VY1ρ + 2R(ρHYH

1 (U− V)Y1ρt )

+ρHt Y
H
1 (V− U)Y1ρt (24)

in which ρt is an arbitrary vector. The first and third terms
in (24) are constants and independent of ρ. Thus, minimizing
g(ρ) in the second step is equivalent to minimizing the second
term in (24). Hence the optimization problem (23) becomes

minimize
ρ

R(ρHYH
1 (U− V)Y1ρt )

subject to |ρi| = 1; i = 0, 1, · · · ,N − 1. (25)

A closed-form solution for (25) is obtained as:

ρt+1 = ej arg(Y
H
1 (U−V)Y1ρt ). (26)

A proof for (26) is given in Appendix B.
In summary, to find a solution for the optimization problem

(23), ρt is first initialized at t = 0, i.e., ρ0, and then
substituted into (26) to obtain ρ1. Next, ρ1 is substituted into
(26) to obtain ρ2 and so on. The algorithm terminates after
a predefined number of iterations Ni or when the squared
`2-norm of the difference over two consecutive iterations is
smaller than a predefined threshold. The estimated PN is then
substituted into (18) to finally obtain the estimated channel
frequency response.

The computational complexity of the first stage is propor-
tional to the number of iterations performed on (26). It is
pointed out that G = YH

1 (U − V)Y1 in (26) is a constant
and is computed once before any iterations. Thus, for each
iteration, the computational complexity is determined by the
multiplication betweenG and ρt , which requiresN

2 complex
multiplications and N (N − 1) complex additions. For other
parameters, they are also computed once before any itera-
tions. Furthermore, their computational complexities can be
reduced by utilizing the facts that: (i) the first stage is per-
formed based on the transmission of the designed preamble
which satisfies the condition that S1 is a diagonal matrix and

S1SH1 = SH1 S1 = I, and (ii) the statistical characteristics of
the channel and noise do not change much from one frame,
hence 6 and σw can be considered as constants.

For example, matrix B can be rewritten as

B = NFHS1F̆6F̆HSH1
(
NS1F̆6F̆HSH1 + σ

2
wI
)−1

F

(40)
= NFHS1F̆6

(
N F̆H F̆6 + σ 2

wI
)−1

F̆HSH1 F

(40)
= FHS1TSH1 F (27)

whereT = N F̆6F̆H
(
N F̆6F̆H + σ 2

wI
)−1

. In the above equa-
tion, the computational complexity due to matrix inversion
is significantly reduced from inverting an N × N matrix to
inverting a µ × µ matrix, where µ � N . The matrix T is
constant and does not depend on the transmitted preamble.
Only the DFT of the preamble, i.e., FHS1, needs to be com-
puted for every frame to update B. Similarly, the computation
of BHB is

BHB = FHS1T2SH1 F (28)

which requires the update of FHS1 for every frame only.

IV. PHASE NOISE COMPENSATION AND DATA
DETECTION
In this part, the MMSE-based estimated channel obtained
from the previous section shall be used together with pilot
symbols to compensate for PN and detect the transmit-
ted signal in the data transmission phase. To estimate and
compensate for PN, the PN vector shall be represented
using known basis vectors. To this end, define 4i =[
ξ0i ξ

1
i · · · ξ

F−1
i

]
, which contains F basis vectors, in which

ξ
f
i =

[
ξ
f ,0
i ξ

f ,1
i · · · ξ

f ,N−1
i

]T
. The F basis vectors are

chosen either from N columns of the DFT matrix or from
N eigenvectors corresponding to the F largest eigenval-
ues of the PN covariance matrices as given in (6) and (7)
for FR PN and PLL PN, respectively. Also define γ i =[
γi,0 γi,1 · · · γi,F−1

]T . In order to compensate for the PN,
the goal is to estimate γ i such that diag

[
4iγ i

]
' PHi . Then,

4iγ i can be used to de-rotate the received signal in the time
domain prior to the DFT transform.
Specifically, given the estimated channel frequency

response, i.e., 0̂ = diag[ĥf ,MMSE], the demodulated signal
for the ith transmission block after PN compensation can be
written as

d̂i = R
{
AHFH 0̂

−1
Fdiag [PiHcircAdi + wi]4iγ i

}
= R

{
1iγ i

}
. (29)

Denote p =
{
p0, p1, · · · , pQ−1

}
as a set of pilot

indexes in each transmission block, and the transmitted
signal corresponding to the pilot index set as d[p]i =[
dp0i dp1i · · · d

pQ−1
i

]T
. Then, γ i can be estimated to minimize

the MSE between the originally transmitted pilots and the
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estimated pilots as

γ i = argmin
γ i

∣∣∣∣∣∣d[p]i −R
{
1

[p]
i γ i

}∣∣∣∣∣∣2
2

(30)

where 1[p]
i is a Q × F matrix obtained by keeping Q rows

of 1i with respect to the pilot index set p. The matrix
R
{
1

[p]
i γ i

}
is expanded in (31), as shown at the bottom of

this page, where δk,ji denotes the (k, j)th element of matrix
1

[p]
i . Furthermore, vector γ i is related to γ̃ i as

γ i =


1 −j 0 0 · · · 0 0
0 0 1 −j · · · 0 0
...

...
...

... · · ·
...

...

0 0 0 0 · · · 1 −j

 γ̃ i
where γ̃ i can be found by solving

γ̃ i = argmin
γ̃ i

||d[p]i − 1̂iγ̃ i||
2
2 (32)

which yields γ̃ i = 1̂
†
i d

[p]
i . To avoid the singularity when

performing the matrix inverse in 1̂
†
i , the number of pilots

should be greater than or equal to the number of bases.
Compared to the iterative PN compensation algorithm

proposed in [35], where the PN estimation is based on a
one-tap LMS algorithm, the second stage proposed in this
paper has higher computational complexity due to the matrix
multiplication and inversion in (32). It is noted, however, that
the complexity in (32) only depends on the numbers of bases
and pilots which are much smaller than N . As will be shown
later, good PN compensation performance can be achieved
even when the numbers of bases and pilots are not too large.
Furthermore, compared to the iterative PN compensation
algorithm in [35], the second stage in our proposed algorithm
does not require any iterations. Thus, the proposed algorithm
is expected to have lower latency than the one in [35] when a
long transmission block is considered.

The proposed PN compensation algorithm is summarized
as in Algorithm 1. It contains two stages. The estimation in
the first stage is initialized with ρ0 = 1 in order to obtain the
PN estimate in (26) after Ni iterations. Given the estimated
PN, i.e., P1 = diag[ρNi ]

H , the channel then can be estimated
based on (18). In the second stage, given the estimated chan-
nel obtained from the first stage, i.e., 0̂ = diag[ĥf ,MMSE],
as well as the transmitted pilot symbols, which are determined
by the pilot index set p, the PN corresponding to the ith
data transmission block, which is represented using a known

Algorithm 1 Two-Stage Phase Noise Compensation
1: // Stage 1:
2: T = NS1F̆6F̆HSH1 ;
3: B = FHT

(
T+ σ 2

wI
)−1 F;

4: U = I− 2B+ BHB;
5: V = µmaxI, µmax is the maximum eigenvalue of U;
6: Initialize: t ← 0; ρt ← 1;
7: while (t < Ni) do
8: ρt+1 = ej arg(Y

H
1 (U−V)Y1ρt );

9: t = t + 1;
10: end while
11: return ρNi ;
12: P1 = diag[ρNi ]

H ;
13: ĥf ,MMSE = N F̆6F̆HSH1 (T+ σ

2
wI)
−1FPH1 y1;

14: // Stage 2:
15: 0̂ = diag[ĥf ,MMSE];
16: for i = 2 to Nb do
17: p⇒ d[p]i ;

18: 1i = AHFH 0̂
−1

Fdiag [yi]4i; 1i ⇒ 1̂i;

19: γ̃ i = 1̂
†
i d

[p]
i ; γ̃ i ⇒ γ i;

20: PHi = diag
[
4iγ i

]
;

21: ŷi = PHi yi;
22: Decoding ŷi;
23: end for

basis matrix4i and an unknown coefficient vector γ i, can be
estimated by obtaining an estimate of γ i from (32). Given
the estimated PN, the impact of PN can be compensated
accordingly.

V. SIMULATION RESULTS
In this section, performance of the proposed two-stage PN
compensation algorithm is evaluated in different scenarios
and with parameters listed in Table 1. Among many shaping
filters [8], the linear-phase square-root raised cosine (SRRC)
and Martin [9], which are widely adopted in single-carrier
data transmissions, can also be used as prototype filters in
FBMC-based systems as long as the underlying channel is
slowly varying. As such, the SRRC andMartin filters shall be
considered in this paper.3 Because of the difference in the sig-
nal types being transmitted in the preamble and data blocks,
performance in this section is evaluated with respect to the

3It might be interesting to examine other prototype filters such as the
extended Gaussian filter (EGF) [55], [56], which has better time-frequency
localization property.

R
{
1

[p]
i γ i

}
=


R
{
δ
0,0
i

}
I
{
δ
0,0
i

}
· · · R

{
δ
0,F−1
i

}
I
{
δ
0,F−1
i

}
R
{
δ
1,0
i

}
I
{
δ
1,0
i

}
· · · R

{
δ
1,F−1
i

}
I
{
δ
1,F−1
i

}
...

... · · ·
...

...

R
{
δ
Q−1,0
i

}
I
{
δ
Q−1,0
i

}
· · · R

{
δ
Q−1,F−1
i

}
I
{
δ
Q−1,F−1
i

}




R
{
γi,0

}
−I

{
γi,0

}
· · ·

R
{
γi,F−1

}
−I

{
γi,F−1

}

 = 1̂iγ̃ i (31)
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TABLE 1. Simulation parameters.

received signal-to-noise ratio (SNR). Two highly frequency-
selective channel models, namely the extended pedestrian A
(EPA) and extended vehicular A (EVA), are considered in
this paper. In the transmitter, a CP length of L = 41 or
L = 251 samples is added into the signal when EPA or EVA
is considered, respectively.

A. PREAMBLE DESIGN FOR CHANNEL ESTIMATION
First, the preambles designed to mitigate the performance
degradation in CFBMC-OQAM compared to OFDM due to
imperfect channel estimation corresponding to SRRC and
Martin filters are illustrated in Fig. 2. To intuitively show
the difference between them, a short transmission block is
applied where the numbers of sub-carriers and time slots are
K = 64 and 2M = 6, respectively. In this figure, S1 is simply
chosen as an identity matrix to satisfy the condition (14).
As such, the proposed preamble is obtained as

d1 = R
{
AHFH1N×1

}
. (33)

In Fig. 2, it is observed that applying different prototype
shaping filters results in different preamble patterns.

Performance comparisons of different preamble designs
in terms of MSE and BER over EPA channel are plotted
in Fig. 3when there is no PN (i.e.,P1 is replaced by an identity
matrix in (18)). Performance curves of OFDM are included
as benchmarks. In simulation, ‘‘Random Preamble’’ refers to
the case that each symbol in the OFDMpreamble is randomly
generated from 16-QAM modulation, while each symbol in
the CFBMC-OQAMpreamble is either a real or an imaginary
part of a randomly-generated 16-QAM symbol. On the other
hand, ‘‘Proposed Preamble’’ means that the OFDM pream-
ble contains randomly-generated BPSK symbols, while in
CFBMC-OQAM, each element in S1 is a randomly-generated
BPSK symbol to satisfy the unit-magnitude condition in (14).
It is noted that OFDM preamble is a N × 1 vector while it
is a 2N × 1 vector for CFBMC-OQAM preamble. Also for
simplicity, in presenting the following results, only theMartin
filter is considered.

It is first observed from Fig. 3 that when a ‘‘Random
Preamble’’ and LS estimation are deployed, there is a large
performance degradation of about 6.8 dB at MSE = 10−3

in CFBMC-OQAM compared to that in OFDM. While in

FIGURE 2. The designed preamble d1 when K = 64, M = 3, S1 = IN×N ,
and Martin and SRRC shaping filters are deployed.

terms of BER, the performance loss of CFBMC-OQAM is
approximately 4.1 dB at BER = 10−5 compared to that
in OFDM under the same configuration. However, when
the proposed preambles are applied in both OFDM and
CFBMC-OQAM, the performance of CFBMC-OQAM in
terms of MSE is almost the same as that in OFDM for
both LS and MMSE channel estimation methods. For BER
performance, there are only about 1.1 dB and 0.6 dB losses at
BER = 10−5 for CBMC-OQAM compared to OFDM when
LS and MMSE methods are deployed, respectively.

For CFBMC-OQAM, the proposed preamble helps to gain
approximately 9.6 dB and 30.0 dB at MSE = 10−3 when
LS and MMSE are used, respectively, compared to when
a random preamble is deployed. While in terms of BER
performance, these gains are around 4.2 dB and 7.9 dB at
BER = 10−5, respectively.
It is pointed out that at high SNR, performance of the

MMSE channel estimator approaches that of the LS channel
estimator, provided that these estimators operate in the time
domain and that the channel taps are statistically indepen-
dent (which is a common assumption in the literature). The
behavior is, however, different for theMMSE and LS channel
estimators operating in the frequency domain, as in this paper.
This is because, as long as the number of subchannels in the
frequency domain is larger than the number of channel taps
in the time domain (which is typically the case in practice),
the subchannels in the frequency domain are correlated. Since
the MMSE estimator takes into account the correlation of
the subchannels as well as the noise statistics, it consistently
outperforms the LS estimator (which does not make use of the
subchannels correlation or noise statistics). In fact, a similar
performance gap (even at high SNR) between the frequency-
domain MMSE and LS channel estimators is also observed
for the OFDM systems in [46].

B. STAGE 1: ESTIMATION OF PN AND CHANNEL
FREQUENCY RESPONSE
From this part, impact of PN is included in simulation
results. The PN estimation algorithm in Section III-B is ini-
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FIGURE 3. Performance comparisons in terms of (a) MSE and (b) BER for different preamble designs over EPA channel when K = 128,
M = 6 and Martin shaping filter is deployed.

FIGURE 4. Estimated PN in the first stage over EPA channel when K = 128, M = 6 and Martin shaping filter is deployed.

tialized with ρ0 = 1N×1. The number of iterations is set
to Ni = 150. First, the estimated PN from the first stage is
illustrated in Fig. 4 for SNR = 15 dB and SNR = 35 dB for
both types of PN. In this figure, EPA channel is considered.
It can be seen that although SNR = 15 dB is quite low,
the algorithm can generally track the PN, but there are large
fluctuations in the estimated PN. However, when increasing
SNR to 35 dB, the PN is estimated almost perfectly.

After obtaining the PN estimation in (26), the estimated
PN is substituted into (18) to estimate the channel frequency
response. An evaluation in terms of MSE for the channel
estimation is demonstrated in Fig. 5 which contains two sub-
figures 5a and 5b corresponding to EPA and EVA channels,

respectively. In Fig. 5, the performance for the case when
there is no PN and the MMSE-based channel estimate is
employed (labeled as ‘‘Without Phase Noise’’), serves as the
lower bound. The performance curves under the presence of
two PN types without PN compensation deploying LS and
MMSE channel estimations are also included. Performance
of the proposed algorithm in [34] is also added for two PN
types. It is recalled that different from [34] in which the
channel is estimated based on LS method, the channel is
estimated based on MMSE method in this paper.

It can be seen fromFig. 5 that without PN compensation the
system basically fails in estimating the channel as the channel
MSE is always above 10−2 for the whole range of SNR in
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FIGURE 5. Channel MSE from the first stage under two PN models when K = 128, M = 6 and Martin shaping filter is deployed.

both sub-figures. It is also observed that the channel MSE
performance when PLL-PN is present and no compensation
is applied is lower than that when FR-PN is present for both
LS and MMSE channel estimation methods. This is expected
because the impact of FR-PN is more significant than that of
PLL-PN.

By applying the channel and PN estimation in the first
stage of the two-stage algorithm, the channel MSE is sig-
nificantly improved. Specifically, for EPA channel, there is
only approximately 4.4 dB performance loss compared to
the ideal case (‘‘Without Phase Noise’’) at MSE = 10−3.
For EVA channel, this performance gap is around 4.1 dB at
MSE = 10−3. It can be observed that performances of the
proposed channel estimation in the first stage are almost the
same for two types of PN in both Figs. 5a and 5b.

The results in Fig. 5 show that, compared to the algo-
rithm in [34], the proposed algorithm in this paper yields
significant gains. Specifically, under the case of EPA chan-
nel, approximately 6.9 dB performance gain is achieved at
MSE = 10−3. This improvement is further increased to
approximately 16.3 dB when the EVA channel is considered.
It will be seen later that the performance gain brought by
channel estimation in this stage significantly improves the PN
compensation in the second stage of the proposed algorithm.

On the other hand, the degraded channel MSE in the low
SNRobserved fromFig. 5 is similar to the observation in [34].
This is caused by the susceptibility of the estimation in the
first stage to the under-determination problem in the low SNR
range, where the number of unknown variables is larger than
the number of equations provided by the received signal.

It is interesting to see from Fig. 4a that, although there
is a high fluctuation in the estimated PN compared to the
real PN, the first stage still results in a better channel MSE
performance compared to the case when no PN compensation
is applied, i.e., by ignoring PN, as shown in Fig. 5. To explain

FIGURE 6. A comparison of squared errors between (y1, ȳ1) and (ỹ1, ȳ1)
over 1000 preamble frames at SNR = 15 dB.

this, define ȳ1 = PH1 y1 and ỹ1 = P̂H1 y1, where P1 and P̂1
are the true PN and the estimated PN obtained from (26),
respectively. This means that ȳ1 is the received signal without
any effect of PN, whereas ỹ1 is the received signal that
experiences PN impact and PN compensation. From (18),
without PN, the estimated channel is ĥ(1)f ,MMSE = Cȳ1 where

C = N F̆6F̆HSH1
(
NS1F̆6F̆HSH1 + σ

2
wI
)−1

F. In the

presence of PN but without PN compensation, the estimated
channel is obtained as ĥ(2)f ,MMSE = Cy1. However, if the first
stage is deployed, i.e., the estimated PN in (26) is substi-
tuted into (18), the estimated channel is ĥ(3)f ,MMSE = Cỹ1.

Obviously, whether channel estimate ĥ(2)f ,MMSE or ĥ(3)f ,MMSE

is closer to ĥ(1)f ,MMSE depends on whether y1 or ỹ1 is closer
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FIGURE 7. BER performance of the two-stage algorithm over EPA channel when K = 128, M = 6 and Martin shaping filter is deployed.
The pilot ratio is 1/8.

to ȳ1 in the mean squared error sense. To see this, Fig. 6
displays squared errors between (y1, ȳ1), denoted as δ1, and
(ỹ1, ȳ1), denoted as δ2, over 1000 preamble frames and for
SNR = 15 dB. It can be seen that there are cases where δ1 is
lower than δ2, which means that the estimated PN in the first
stage sometimes does not help to improve the received signal
quality after performing PN compensation and thus does not
improve channel estimation. However, the average value of
δ2, indicated in the figure as 12, is considerably lower than
the average value of δ1, indicated as 11. Therefore, on the
average, the estimated PN still results in a lower MSE of the
estimated channel as observed in Fig. 5.

C. STAGE 2: DATA DETECTION AND PHASE NOISE
COMPENSATION
To compensate for the PN and detect data, pilots are inserted
into transmission frames. Two pilot patterns are considered in
this paper. For the first pattern, 15 pilot symbols are inserted
into each time slot of data transmission blocks at positions
[7, 15, 23, 31, 39, 47, 55, 63, 71, 79, 87, 95, 103, 111, 119],
which corresponds to the pilot ratio of approximately 1/8.
The second pattern has a pilot ratio of 1/16 in which 8 pilots
are added at positions [7, 23, 39, 55, 71, 87, 103, 119].

BER performance of CFBMC-OQAM is first illustrated
in Fig. 7 corresponding to when EPA channel is considered
and the pilot ratio is 1/8. In this figure, performance of the
case labeled as ‘‘Without Phase Noise’’ where PN is absent
serves as the lower bound. There are two sub-figures in Fig. 7.
The sub-figure on the left is for the case that F basis vectors
are taken from N columns of the DFT matrix, while the sub-
figure on the right is for the case when F basis vectors are
taken from N eigenvectors of the PN covariance matrix R
corresponding to the largest eigenvalues.

For comparison, Fig. 7 also includes performance obtained
after 3 iterations of the iterative PN compensation algorithm

proposed in [35]. In each iteration of such an algorithm,
a forward LMS procedure is first applied to estimate the PN
which is then smoothened by a backward procedure. As such,
the algorithm proposed in [35] is referred to as ‘‘FW+BW’’
in Fig. 7. As suggested in [35], the estimation step sizes for the
forward and backward procedures are selected as µφ = 0.1
and λφ = 1− µφ , respectively.

First, without PN compensation, the impact of FR-PN is
much more severe than that from PLL-PN as expected. It can
be seen from Fig. 7 that PN compensation performance is
significantly improved when the number of bases increases.
Specifically, for FR-PN distortion, at BER = 10−5, per-
formance gap between the ideal case, i.e., ‘‘Without Phase
Noise’’, and ‘‘FR-PN compensation’’ reduces from 11.4 dB
to 7.9 dB when 8 and 16 DFT-matrix-based basis vectors are
considered, respectively. Similarly, for PLL-PN distortion,
approximately 2.5 dB performance gain is obtained when the
number of DFT-based bases increases from 8 to 16 vectors.
About 8.3 dB performance gap is observed between the ideal
case and ‘‘PLL-PN compensation, 16 bases’’. A similar trend
can be seen in Fig. 7b when the basis vectors are taken
from the PN covariance matrix. However, performance of
the proposed algorithm using the PN covariance matrix tends
to be better than using DFT matrix, especially when a low
number of basis vectors is considered. It can also be seen
that increasing the number of bases from 12 to 16 does
not improve much the performance of the proposed two-
stage PN compensation algorithm. In particular, when the
bases are obtained from the PN covariance matrices, only
approximately 0.8 dB gain is observed at BER = 10−5 for
both PN models.

Fig. 7 shows that applying the algorithm proposed in [35]
does not result in good performance. To explain this, Fig. 8
(which contains two sub-figures) illustrate magnitudes of
the estimated FR-PN in the forms of exponential function
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FIGURE 8. A comparison in the PN estimation between the proposed algorithm in this paper and the iterative algorithm in [35]. For the
proposed algorithm in this paper, 16 bases are deployed which are taken from DFT matrix. The pilot ratio is 1/8 and SNR = 25 dB.

obtained from the proposed algorithm in the second stage in
this paper (labeled as ‘‘Two-stage algorithm’’), the algorithm
in [35] when only the FW procedure is considered (labeled
as ‘‘FW - Estimated FR-PN’’), and the algorithm in [35]
when both FW and BW procedures are considered (labeled
as ‘‘FW+BW - Estimated FR-PN’’). The sub-figure on the
left is obtained when the quality factor cv = 5×10−18, while
the right sub-figure is for cv = 1 × 10−19. The first quality
factor corresponds to FR-PN having a 3-dB bandwidth1f3dB
of over one thousand hertz, whereas the second quality factor
corresponds to 1f3dB of dozens hertz.4

As can be seen from Fig. 8b, when the PN is small,
the algorithm in [35] outperforms the algorithm proposed in
this paper in tracking the PN. However, when the PN is large,
significant fluctuations are observed for the estimated PN
obtained from [35] in some specific positions as highlighted
in Fig. 8a. It is worth noting that in [35], the PN compensation
algorithm is performed for every transmission block and the
PN corresponding to a symbol interval is estimated based on
the estimated PN obtained for the previous symbol interval
and the decoded signal. Thus, having decoding errors at the
output of the channel decoder results in poor estimates of the
PN. These errors consequently affect the PN estimation for
the next symbol intervals. At the end, the errors are spread
all over the whole transmission block. This error propagation
phenomenon often happens when the decoding output is
reused in an iterative algorithm. Consistent with the results
illustrated in [35], performance of the iterative algorithm in
terms of PER is still high due to the in-block error spreading.
Another disadvantage of the iterative algorithm in [35] is the
long latency.

4In FR-PN model, the 3-dB bandwidth 1f3dB is related to the quality
factor cv as 1f3dB ∼ 2πcvf 2c [25], [34].

FIGURE 9. BER performance of the two-stage algorithm over EVA channel
when K = 128, M = 6 and Martin shaping filter is deployed. Basis vectors
are from the PN covariance matrix. The pilot ratio is 1/8.

Fig. 9 illustrates performance of the proposed algorithm
when the EVA channel is considered. For this figure, the basis
vectors are generated from the PN covariance matrix and
the pilot ratio is 1/8. It can be seen that increasing the
number of bases improves the performance and the improve-
ment is better than when the EPA channel is considered.
At BER = 10−5, only about 2.5 dB performance gap is
observed when 16 basis vectors are applied for two PN types
compared to the ideal case.

Performance of the proposed algorithm for both EPA and
EVA channels when the pilot ratio is 1/16 is presented
in Fig. 10. In this figure, all bases are from the PN covariance
matrix. As expected, decreasing the pilot ratio from 1/8 to
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FIGURE 10. BER performance of the two-stage algorithm when K = 128,
M = 6 and Martin shaping filter is deployed. Basis vectors are from the
PN covariance matrix. The pilot ratio is 1/16.

1/16 degrades performance of the proposed algorithm. For
the EPA channel, the performance gaps between the proposed
algorithm with 16 basis vectors and the ideal case without
PN are about 8.9 dB and 9.9 dB for FR-PN and PLL-PN,
respectively, at BER = 10−5 as seen in Fig. 10a. For the
EVA channel in Fig. 10b, these gaps are 3.1 dB and 4.3 dB for
FR-PN and PLL-PN, respectively.

It can be seen from Figs. 7, 9 and 10 that the BER per-
formance of the proposed two-stage algorithm is degraded
in the low SNR range compared to when no compensation
algorithm is deployed. First, this phenomenon comes directly
from the degradation of the estimated channelMSE in the first
stage due to the under-determination problem discussed ear-
lier. Furthermore, the proposed PN estimation in the second
stage is essentially similar to the approximation problem in
which the PN is approximated by a high-degree polynomial

based on a set of equispaced interpolation points which are
the pilot symbols in this paper. It will be shown later that this
approximation results in a high fluctuation of the estimated
PN in the low SNR range and thus degrades the compensation
performance.

Finally, the PN estimation based on pilots in the second
stage is evaluated in Fig. 11 when SNR = 15 dB and
SNR = 35 dB. Specifically, the PN in the second trans-
mission block is plotted in Fig. 11. Thus, the symbol index
in Fig. 11 runs from 851 to 1618. It can be seen that while the
PN distortion is estimated very coarsely when SNR = 15 dB,
the PN estimation is getting much better for both types of PN
when SNR increases to 35 dB. From the results in Fig. 11,
it appears that the PN is approximated by a high-degree curve.
This is inline with the previous discussion on the similarity
between the proposed PN estimation in the second stage
and the approximation problem based on a set of equispaced
interpolation points.

D. SPECTRAL EFFICIENCY
In general, the proposed algorithm trades bandwidth effi-
ciency for better PN compensation. For the specific system
parameters considered in the simulation with K = 128 sub-
carriers, 2×M = 12 time slots, there are N = K ×M = 768
QAM symbols in each block, which also means thatN = 768
QAM symbols are used in the preamble for the first stage.
For the simulation results in Fig. 7 with a pilot ratio of 1/8,
Np = 15 × 6 = 90 QAM pilot symbols are transmitted to
estimate the PN in the second stage. Overall, the total number
of QAM symbols used as preamble and pilots in the proposed
two-stage algorithm is:

N (1)
tot =N+(Nb − 1)× Np=768+ (10− 1)× 90 = 1578.

(34)

In [35], before performing the iterative PN compensation,
initial channel estimation is performed based on the trans-
mission of preambles. Then a CPE compensation operation
is performed for every remaining transmission block in a
frame based on the transmission of pilots. It is presented
in [35] that a two-symbol preamble, which is equivalent to
two transmission blocks in this paper, is transmitted in each
frame for initial channel estimation. Using the pilot ratio of
1/32 as in [35], Np = 1/32× 768 = 24 pilots are needed for
CPE compensation per each transmission block. Therefore,
the total number of QAM symbols used as preamble and
pilots in the algorithm in [35] is:

N (2)
tot = 2× N + (Nb − 2)× Np = 1728. (35)

It can be seen from (34) and (35) that in this particular case the
algorithm proposed in this paper has a better overall spectral
efficiency than the one in [35]. However, if the number of
blocks per frame increases, the algorithm in [35] will be better
than the proposed two-state algorithm in terms of the spectral
efficiency.
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FIGURE 11. Estimated PN from the second stage when K = 128, M = 6, F = 16 and basis vectors are from the PN covariance matrix. The pilot
ratio is 1/8.

VI. CONCLUSION
This paper has investigated the impact of PN on CFBMC-
OQAM systems in the presence of imperfect channel estima-
tion. First, it has been shown that there is a considerable per-
formance gap between CFBMC-OQAM and OFDM under
imperfect channel estimation. As such, a preamble design
based on LS estimation has been proposed to reduce such
performance gap. Simulation results indicated that apply-
ing the designed preamble results in a similar performance
between CFBMC-OQAM and OFDM in terms of BER and
MSE. In the presence of PN, the paper also proposed a two-
stage algorithm to effectively estimate the channel frequency
response and compensate for the PN impact. In particular,
given the designed preamble, the channel frequency response
and PN have been estimated in the first stage, in which
the MMSE estimation method is employed to improve the
channel estimation. In the second stage, the PN and data
are estimated and detected based on the estimated channel
obtained in the first stage and pilot symbols. Performance
of the proposed two-stage PN compensation algorithm has
been verified in a various number of practical simulation
scenarios. Simulation results clearly shown that the two-
stage algorithm effectively estimates the channel frequency
response and compensates for the impact of PN.

APPENDIXES
A. APPENDIX 1
Based on the received signal in (16), the MMSE channel is
ĥf ,MMSE = Ŵy1 where Ŵ is a N × N weighting matrix that

minimizes E
[
||hf − ĥf ,MMSE||

2
2

]
. Substituting ĥf ,MMSE =

Ŵy1 into the orthogonality condition in (17) results in

E
[(

hf − Ŵy1
)
yH1
]
= 0

⇔ E
[
hf yH1

]
− ŴE

[
y1yH1

]
= 0 (36)

Considering the first term in (36), one has

E
[
hf yH1

]
(16)
= E

[
hf
(
P1FHS1hf + w1

)H]
= E

[
hf hHf

]
SH1 FP

H
1

= N F̆6F̆HSH1 FP
H
1 (37)

The last equation in (37) is obtained based on the fact that
hf =

√
N F̆h.

The second term in (36) can be derived as

ŴE
[
y1yH1

]
(16)
= ŴE

[(
P1FHS1hf + w1

) (
P1FHS1hf + w1

)H]
= ŴE

[
P1FHS1hf hHf S

H
1 FP

H
1 + w1wH

1

]
= Ŵ

(
NP1FHS1F̆6F̆HSH1 FP

H
1 + σ

2
wI
)

(38)

From (36), (37), and (38), one obtains the weighting matrix
Ŵ as (39).

Ŵ = N F̆6F̆HSH1 FP
H
1

(
NP1FHS1F̆6F̆HSH1 FP

H
1 + σ

2
wI
)−1

= N F̆6F̆HSH1
(
NS1F̆6F̆HSH1 + σ

2
wI
)−1

FPH1 (39)

The last equation in (39) is derived based on the fact that given
two arbitrary matrices R ∈ CN×M and Q ∈ CM×N , then the
following identity is always true:

(IN×N + RQ)−1 R = R (IM×M +QR)−1 (40)

Therefore, the MMSE channel estimate is finally given as
in (18).
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B. APPENDIX 2
Define z = YH

1 (U−V)Y1ρt . Then the optimization problem
in (25) can be rewritten as

minimize
ρ

1
2

(
ρHz+ zHρ

)
subject to |ρi| = 1; i = 0, 1, · · · ,N − 1 (41)

Because of the constraint in (41), the solution, if exist, should
be in the form of an exponential function. Define εi where
i = 0, 1, · · · ,N − 1, as Lagrange multipliers. Then the
Lagrange function can be written as

C(ρ, ε) =
1
2

(
ρHz+ zHρ

)
+

N−1∑
i=0

εi

(
||ρi||

2
2 − 1

)
=

1
2

N−1∑
i=0

(
ρ∗i zi + z

∗
i ρi
)
+

N−1∑
i=0

εi

(
||ρi||

2
2 − 1

)
=

1
2

N−1∑
i=0

((R(ρi)− jI(ρi)) zi+

z∗i (R(ρi)+ jI(ρi))
)

+

N−1∑
i=0

εi

(
R2(ρi)+ I2(ρi)− 1

)
(42)

Taking the partial derivative of C(ρ, ε) with respect toR(ρi)
and I(ρi) results in

∂C(ρ, ε)
∂R(ρi)

=
1
2

(
zi + z∗i

)
+ 2εiR(ρi) = 0 (43a)

∂C(ρ, ε)
∂I(ρi)

=
1
2
j
(
−zi + z∗i

)
+ 2εiI(ρi) = 0 (43b)

which yields

R(ρi) = −
R(zi)
2εi

(44a)

I(ρi) = −
I(zi)
2εi

(44b)

where i = 0, 1, · · · ,N − 1. Thus

arg(ρi) =
I(ρi)
R(ρi)

=
I(zi)
R(zi)

= arg(zi) (45)

Hence, the solution for the optimization problem in (25) is

ρt+1 = ej arg(z) = ej arg(Y
H
1 (U−V)Y1ρt ) (46)
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