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ABSTRACT Web services have emerged as an accessible technology with the standard *Extensible Mark
Up’ (XML) language, which is known as *Web Services Description Language’ WSDL. Web services have
become a promising technology to promote the interrelationship between service providers and users. Web
services users’ trust is measured by quality metrics. Web service quality metrics vary in many benchmark
datasets used in the existing studies. The selection of a benchmark dataset is problematic to classify and
retest web services. This paper proposes a method to rank web services quality metrics for the selection
of benchmark web services datasets. To measure the diversity in quality metrics, factor analysis with
Varimax rotation and scree plot is a well-established method. We use factor analysis to determine percentage
variance among principal factors of four benchmark datasets. Our results showed that the two-factor solution
explained 94.501, 76.524, and 45.009% variances in datasets A, B, and D, respectively. A three-factor
solution explained 85.085% variance in dataset C. Reliability, and response time quality metrics were
predicted as the most dominating quality metrics that contributed to explain the percentage variance in
four datasets. Our proposed web metric ranking (WMR) method resulted in reliability as the top-most web
metric with (57.62%) score and latency web metric at the bottom-most with (3.60%) score. The proposed
WMR method showed a high (96.17%) ranking precision. Obtained results verified that factor solutions after
reducing the dimensions could be generalized and used in the quality improvement of web services. In future
works, the authors plan to focus on a dataset with dominating quality metrics to perform regression testing
of web services.

INDEX TERMS Factor analysis, quality metrics, rotated loading, reliability, response time, regression

testing, web services.

I. INTRODUCTION

Web services selection and ranking are key research areas
to improve the performance of web services. Quality of web
services is a critical criterion used for the selection or ranking
of web services. Studies [1]-[3] used nonfunctional aspects of
web services to classify web services in categories. Variance
in the number of nonfunctional aspects has been observed
in several studies. Kuang et al. [4] used response time and
throughput quality metrics (nonfunctional aspects) for the
selection of users’ reputed web services. Serrai et al. [5] used
response time, throughput, reliability, and best practices as
nonfunctional aspects (quality metrics) for the selection of
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accurate web services. The purpose of using quality metrics
in [4], [5] was to select the most trustworthy web services.
An essential step in web service selection is the utility of the
aggregate function of the ’quality of services’ QoS metrics.
Web services users have to weigh the quality features of web
services before they accept the selection or ranking resulting
from traditional approaches [6]. We have used features, non-
functional aspects, and quality metrics interchangeably in this
paper.

Web services profiling is a crucial research topic, and
various challenges such as selection and ranking have become
dependent on it [7]. The dependency of web services’ ranking
on QoS profiling is useful in proposing the approaches by
using various quality metrics. Self-rating by users, or weigh-
ing nonfunctional aspects may impact the accuracy of web
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services’ ranking. Web services users do not have sufficient
knowledge to consider the metrics. Alternatively, the web-
server is also a source of QoS values [8], but providers’
consent is mandatory before obtaining the metrics values.
Similar to recent works [9], [10], we also use the QoS values
collected at the client-side. Many of the primary studies
used quality metrics to forecast the quality of web services.
Evaluation of the proposed approaches in these studies was
carried out by using primarily four types of datasets, which
are explained below in section 4. The datasets used in this
study have been employed as a benchmark datasets in a large
number of primary studies [7]-[10]. These prime studies have
acommon limitation since none of the studies investigated the
comparison of datasets in the context of dimension reduction
of quality metrics. Web services quality metrics occur in
multiple dimensions [11]. Wang et al. [12] mentioned that
dimension reduction of web services metrics needs to be
undertaken carefully.

The main contributions of this paper can be summarized as

follows:

1) The first contribution of this paper is to investigate
the quality metrics of web services in four benchmark
datasets and analyze them to see how the percentage
variance is impacted by the increased or decreased
number of quality metrics.

2) The second contribution of this paper is to predict
web services quality metrics that dominate in four
benchmark datasets. Correct prediction of web services
quality metrics helps researchers to execute the clas-
sification of web services occurrences. Accurate pre-
diction of web services occurrences will lead authors
to use that dataset for regression testing in their future
works.

3) The third contribution of this paper is to propose an effi-
cient quality metrics ranking method of web services to
predict the most essential web services quality metrics.

The rest of the paper is structured as follows: Section 2 presents
the motivation for our paper. Section 3 presents a literature
review to place our work in the most recent research works
on web services datasets. Section 4 gives an overview of
the background of four datasets. Section 5 describes our
proposed method in this study. Section 6 presents evalua-
tion and results regarding, fuzzy rules implementation, web
metrics individual scoring, and ranking. Section 7 presents
the discussion in the context of results to predict the most
dominating quality metrics after reducing the dimension of
four datasets. Section 8 presents the sensitivity analysis of
the proposed approach. Section 9 concludes this study and
mentions the future research implications.

Il. MOTIVATION

Web services selection that meets the users’ requirements
is a challenging task. Most of the existing web service
selection approaches use QoS metrics. The selection of reli-
able web services depends on a detailed assessment of the
quality metric datasets [30]. Selection based on the analysis
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of quality metrics is a quick way to evaluate the performance
of a web service. However, this kind of selection does not
appeal to service providers to bring improvement in their web
services. For instance, users access the web service to view
web pages. For those users, response time should be low to
keep them satisfied. On the other hand, a user downloading
the files requires a high throughput value. Both users have
their specific requirements. Each quality metric has its criteria
for measuring users’ needs. Web services users’ require-
ments and available facilities determine the composition of
a benchmark dataset. Every benchmark dataset used for the
evaluation of proposed web services approaches is composed
of different quality metrics.

Since a web service provider agrees with web service users
following a service level agreement (SLA) document, most
of services providers claim that they meet 100% SLA for
response time metric. However, web services do not show the
quality metrics statistics given in the SLA document. To solve
this mismatching issue is not an easy task for researchers,
as web services technology uses a different approach for
accessing the programming code. To guarantee that a web
service is meeting users’ requirements with only a few quality
metrics is not sufficient. Subsequently, web services’ quality
is not always known by web services providers, and they
need a comprehensive analysis of a set of quality metrics.
Therefore, an appropriate web services dataset can be used
to accomplish the task.

The selection of an appropriate benchmark dataset can lead
to the improvement of the quality of web services. Quality
metrics in a benchmark dataset can be used for the clas-
sification of web services. A web service with the quality
metrics and their values provide potential opportunities for
researchers in solving the classification problem of trusted
or untrusted web services. Our work is motivated by the
strength of classification approaches, which can be applied
to a selection of web services. By choosing classified web
services, we can decide which web service is retested on
a prioritized basis than the other web services. To address
the benchmark dataset selection, we consider the proposal
of a conceptual model where a user invokes a web service
by sending the HTTP request to a server (Figure 1). The
web services server responds to a user for a sent HTTP
request. A user learns that how a web service’s server behaves
against the demand in various measuring metrics. A quality
measuring metric can be a single metric or a combination of
different quality metrics. A copy of the HTTP response is
sent to a data center component, which stores the invocation
record of each user’s request to a web service server. Multiple
users can access one or more than one web service. In a
data center, different datasets are generated in perspective of
the number of quality metrics. Precisely investigated datasets
in the context of quality metrics lead to the selection of a
dataset that is used for regression testing of web services.
Regression testing at any level (unit testing, component test-
ing, and system testing) brings improvement in web services
quality.
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FIGURE 1. A conceptual model of benchmark dataset selection.

Ill. RELATED WORK
This section is focused on the literature review regarding web
services metrics and factor analysis.

In [13], the SERVQUAL model was used to classify
twenty-five items of web services information into five
dimensions. A SERVQUAL model is aimed at capturing the
web services users’ expectations and perceptions regarding
five aspects. Reliability, assurance, empathy, tangibles, and
responsiveness were five dimensions. The authors wanted
to verify five SERVQUAL dimensions of web services.
Modification in SERVQUAL was the critical finding as the
SERVQUAL model served the base framework to assess the
quality of web services. In a subsequent research study [14],
three dimensions of quality metrics were identified that did
not coincide with the five aspects of the SERVQUAL model.
In [15], the authors proposed a model to analyze 30 items with
the varimax loading and retained 25 items with seven compo-
nent factors. In a recent work [16], factor loading of a few web
services quality metrics was investigated. The authors found
that success-ability, best practices, and throughput quality
metrics had higher loading than the rest of quality metrics.
They suggested that the quality-metrics mentioned above
were useful for the selection of web services.
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To study the various factors affecting the video quality of
web services over the wired network, factor analysis [17]
was used to estimate the *'mean opinion score’ (MOS), which
is a subjective quality. They tested the correlation between
variables collected from services and service users by reduc-
ing the dimension of factors. The ’linear structural relation
’LISREL framework [18] was used to determine the satis-
faction hierarchy of web services with six dimensions. Each
dimension was further linked to three variables. For example,
reliability as a dimension of web service satisfaction was also
comprised of accurate, credible, and trustworthy variables.

In [19], the author reported quality interface metrics such
as reusability, modularity, testability, and maintainability.
A set of rules and metrics was used to parse the web services
interface definitions. Every metric, along with its rules, mea-
sures the interface quality. The proposed approach WSAudit,
showed limitations to validate the assumption of rules and
metrics. In another study, Baski and Misra called that best
practice was the main quality metric to implement web ser-
vices [20]. Best practices in the implementation of web ser-
vices improved the maintainability of web services. The web
services maintainability was investigated about four proposed
metrics. Proposed four metrics were ’data weight’ (DW),
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“distinct message count’ (DMC), 'message entropy’ (ME)
and *message repetition scale” MRS metrics [20]. All of these
four metrics were aimed to predict the better maintainability
of web services. These metrics could have a relationship with
other features of web services, which are limitations of the
proposed approach.

Web services smells and anti-patterns were studied with
regards to service component architecture (SCA) [21].
Anti-patterns were found to be critical factors for improving
the design quality of web services. To specify anti-patterns,
twenty-seven metrics were distributed into static and dynamic
features of web services.

Web service selection is a vital aspect of ’service-oriented
computing’ (SOC). Due to an increase in the number of
web services which provide similar functions has resulted
in services selection problem for users. To overcome this
issue, Oskooei and Daud [55] proposed a model of web
services selection by using QoS attributes with low com-
plexity. Further, modifications and changes in web services
increase users’ complexity to perform relevant operations
by the unnecessarily complex interfaces. The latter study is
aimed at fixing the design anti-patterns of web services [56].

To predict the maintainability of web services [22],
the authors employed traditional software metrics. In a total,
five web services interface metrics and eleven source code
related metrics were focused in the proposed approach. Four
code level metrics were removed, which did not have a rela-
tionship with the correlation of more than 0.6. The rationale
behind eliminating the four code metrics was to keep highly
correlated parameters together. About the proposed approach
in [20], Coscia et al. [22] found that modification in web
services implementation resulted in an increment in several
object-oriented class-level metrics. As a result of the incre-
ment, DMC, ME, and MRS metrics increased the complexity
in the WSDL document. An increment in ME and DMC
is undesirable, that could be the side-effect of the ’Distinct
Message Ration’ DMR metric.

QoS prediction by using a large dataset is another issue
in the web services selection and recommendation field.
Thinh [57] proposed a ’two-layer model’ (TLM) to evaluate
the prediction of quality web services. The evaluation of the
proposed TLM was performed on the dataset [28], [29]. The
main limitation of the study is that it does not mention the
applications of the proposed TLM on datasets with different
parameters. To bridge this gap, the proposed work in this
study is evaluated on four datasets with varying numbers of
quality parameters.

Li and Jin [58] studied the problem of the accuracy of QoS
prediction. They stated that an appropriate sampling method
could improve the prediction accuracy in QoS datasets. This
study proposes an effective sampling method for a dataset
with two quality parameters. However, the study does not
show the evaluation of the proposed method when quality
metrics change in size in a respective dataset.

QoS ranking prediction approach, namely CloudRank [59],
considers cloud services. Ranking is performed by comparing
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the pairs of services and their preferences. Experiment results
indicated that the proposed CloudRank outperformed the
existing QoS ranking approaches. However, high dimensional
data with correlated parameters have never been ranked.
Since various quality factors correlate with each other and
exist in the collected datasets, no approach presents the
QoS ranking, which is comprehensive in determining the
parameters’ classification.

Factor analysis is a statistical method used to group related
variables for the same factors which are used for an assump-
tion that a model exists [23]. In other terms, it is known as a
method of dimension reduction that reduces a large number
of variables into a few factors. The problem of factor analysis
is aimed at deducing the number of web metrics and their
composition from observations of web services datasets. The
factor analysis model can be defined in the following Eq. (1).

X—u=LF+e (1)

where X is the representation of the observed variable vec-
tor, which has a mean vector of u, L represents the fac-
tor loading matrix, and e represents error. According to
Baumann et al. [24], FA is used for reducing the dimension or
number of features and then select the principal elements that
explain the maximum variation among the original datasets.
In other words, FA verifies the linear or non-linear nature of
datasets. It is proven that the principal factors should cover
at least 80% total variance. But non-linear nature of datasets
has less percentage variance, as Deng et al. [25] stated that
principal factors revealed 25% of total variance that verifies
the non-linear nature of a dataset. Liu et al. [26], discussed the
utility function regarding the evaluation of multi-dimensional
composite web services. Quality factors were mapped to a
single value to rank the web services. Ma et al. [27] conducted
an exploratory study to find the dimensions of web services.
They found a reduction in 8 to 10 aspects in the same study.

Factor analysis is used to find the correlation coefficient
matrix of variables. A small number of variables control and
describe the relationship between various variables. Factor
analysis is conducted on four datasets independently. Only
factors with the eigenvalue 1 or above are extracted. After the
identification of several elements or dimensions, the next step
is to investigate which item(s) fall within the corresponding
dimensions.

IV. BACKGROUND OF WEB SERVICES QoS DATASETS
This descriptive study used four data sets with a varying
number of web services quality metrics. We present the back-
ground of each dataset in the following.

A. DATASET A

The dataset A is accessible from WS-Dream repository of
"The Chinese University of Hong Kong.” Thus it can be called
as WSDream Dataset. However, we call it dataset A in this
study. The dataset A [28], [29], contains two potential quality
metrics such as response time, and throughput. Each of the
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TABLE 1. Datasets features.

Dataset Meta Information Potential ~ Quality | Geographical Purpose of using

Name Metrics Information datasets

Dataset A WSDL Response time, Given Quality prediction
throughput of web services

Dataset B WSDL Response time, | Not-Given Trustworthiness of
throughput, cloud web services

Dataset C WSDL response time, | Not-Given Scoring, and rank-
availability, and ing of web services
latency

Dataset D Not-Given Response time, cost, Not-Given Ranking, and Selec-
availability tion of cloud web

services

metrics has a 1974675 invocation records of 5258 web ser-
vices. Three hundred thirty-nine users distributed in 74 coun-
tries have collected throughput and response time records.
We generated qualifier values for reliability and the number
of error messages metrics in the dataset. The value generation
of a qualifier is aimed to make our primary concept clearer to
provide the specific meaning. Since we deal with the dataset
of web services quality metrics that originally contained only
two quality metrics. Therefore, we require to increase the
number of web metrics to conduct factor analysis of dataset
A. Consequently, we used a total of 4 quality metrics.

B. DATASET B

Lue and Yuan have reported dataset B in [30], with six quality
metrics, including reliability, response time, throughput, best
practices, documentation, and class. However, the class met-
ric was used as a qualifier value of five web metrics. Class
as a web metric determines the popularity of a web service.
A web service with more number of stars is popular than the
web service with less number of stars. Dataset B contains the
average value for each of the six metrics taken from seven
weather web services. Objective entropy weight technique
was applied to calculate the objective weight of web services.

C. DATASET C

The dataset C [31], [32], contains nine quality metrics such
as reliability, response time, throughput, best practices, doc-
umentation, availability, success-ability, compatibility, and
latency of 8 web services. This dataset is known as the ’qual-
ity of web services’(QWS) dataset. Dataset C was obtained
after using several filtering techniques. Inaccurate web ser-
vices were taken out of the final list of web services. Only
web services with valid WSDL were kept in dataset C. Each
web service contains an average value of all nine quality
metrics. Detailed information of dataset C is accessible from
(http://www.uoguelph.ca).

D. DATASET D

The dataset D [33] is a simulated dataset of web services
that contains a total of six quality metrics. Dataset D is a
mixture of qualitative and quantitative quality metrics. These
quality metrics are response time, cost, availability, usability,
security, and flexibility. Dataset D consists of quality metrics
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of 63 web services that have been synthetically generated.
Due to the unavailability of the cloud web services dataset,
they decided to use six attributes from six ’service measure-
ment index’ (SMI) categories. SMI is a standardized method
to synthesize data for measuring and comparing cloud web
services.

From the above-given description of four datasets, we con-
clude a few potential metrics of each dataset in Table 1.
Potential web metrics can be used in the classification of
web services. A potential web metric may have more chances
of selection as it is collected at a user’s end. Therefore,
we consider response time, throughput, availability, latency,
and cost as potential web metrics, since web services users
have directly measured them. Table 1 presents a summary of
our used four benchmark datasets. Potential quality metrics
have been listed in Table 1 regarding their possibility of
selection in our future work on web services classification
and regression testing. Dataset A and dataset B have been
investigated in terms of the quality and trustworthiness of web
services technology, respectively. Dataset C and dataset D
have been mainly used for the ranking of web services. The
main difference between the use of dataset C and dataset D
is that the former dataset has been used for ranking of web
services, and the latter dataset is specifically used for ranking
of cloud services. Web services QoS prediction, web services
selection, and ranking have been addressed in several studies.
We need to use them for classification and regression testing
of web services. Therefore, the choice of an appropriate
dataset for regression testing of web service is a challenging
issue. Reducing or increasing the number of quality metrics
can influence the efficiency of the proposed approaches.
Therefore, it is desirable to focus on the selection of a very
appropriate dataset that has exact and consistent information
on quality metrics.

We have observed that response time and throughput qual-
ity metrics have been used in web services selection, ranking,
and trustworthiness. Both response time and throughput have
been called potential metrics in dataset A, and dataset B.
Response Time along with other quality metrics, is mentioned
as a quality metric in the remaining two datasets. Dataset meta
information in the form of WSDL is available for datasets A,
B, and C, while it is not mentioned for the dataset D. It is
because the authors [33] generated dataset D for the evalua-
tion of cloud web services. Another difference between the
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FIGURE 2. Proposed schema of dataset selection.

four datasets is that only dataset A mentioned the geographic
location of web services and users.

V. PROPOSED METHODOLOGY FOR BENCHMARK
DATASET SELECTION: FACTOR ANALYSIS
The proposed methodology for the selection of the bench-
mark web services dataset consists of five main modules. The
first module is focused on web services datasets; the second
one module is focused on the dimension reduction process
(DRP). The third one module extracts factor solutions from
datasets of quality web metrics. The fourth module is focused
on performing the similarity filtering of factors to identify
common and dominating web metrics from datasets. The fifth
module presents the opportunities for future works regarding
web services classification and regression testing. We show
the proposed schema with the five necessary modules of this
study in Figure 2.

We present a discussion on all five modules of the proposed
approach for the benchmark dataset selection.

A. INPUT

The first module of the proposed model reveals the web ser-
vices datasets as input to our proposed method. Web services
data come from relevant sources, which include websites
and published works. Quality metrics values of each web
service dataset are tested for consistency and accuracy. Data
consistency means that a web metric value is correct con-
cerning its unit. For example, response time data is consistent
with the unit of seconds. Data consistency and accuracy are
the essence for better results. We check the relevancy of
the accessible sources and published works to our proposed
study. For this, we have revealed the research objectives for
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using the four datasets in Table 1. Our proposed work is
aimed at selecting the most appropriate dataset by using some
statistical process. Therefore, factor analysis is one of these
processes which can be used to compare our chosen four
datasets.

B. DIMENSION REDUCTION PROCESS (DRP)

We use factor analysis as a DRP in our proposed work. Before
our proposed work, factor analysis was used in [34] to remove
the redundant variables for improving the efficiency of related
variables. For instance, Ayyildiz and Kogyigit [35] and
Bianchini et al. [36] proposed to use non-functional aspects
for the selection of web services. They identified metrics
that were firmly related to the selection of web services.
Tang et al. [37], in their proposed approach, determined the
trustworthiness of cloud web services. Qi et al. [38] proposed
a weighted ’principal component analysis’ (PCA) method to
reduce QoS metrics in the evaluation phase of their study.
Using the factor analysis results, we interpret principal com-
ponents, percentage variance with eigenvalues, and rotated
component matrix values. In line with the studies mentioned
above, we propose to use factor analysis for removing the
redundant web metrics in four datasets. In our proposed work,
DRP is used with three steps; the first step ensures that a
dataset for factor analysis is standardized. The second step
sets the SPSS environment to perform factor analysis, and
the third step sets the varimax rotation as a critical loading
method as detailed in the following.

1) DATA STANDARDIZATION

Data standardization is the critical step of the second module
that allows us to bring data in a standard format. Quality
metrics data of web services is measured in various types
of units. In other words, standardized data is suitable for
regular assessment. For example, dataset A contains a record
of a large number of web services, users, and geographic
location information of users and web services. Moreover,
sometimes, data is missing, which is a big challenge for bring-
ing consistent results. Data standardization techniques such
as z-value and mini-max are widely used in research works.
Both of these techniques result in standardized scores or data
values with a common standard. Mathematical representation
of latter technique min-max normalization is given in the
following Eq. (2).

xXi—min(x)

@)

© max(x) — min(x)
where Zi is representing the normalized value of a record;

max(x) and min(x) are maximum and minimum values of
quality metric records, respectively.

2) SPSS ENVIRONMENT

A big challenge for a researcher is to select an appropriate
tool for statistical analysis. For example, factor analysis is
supported by different instruments, including LISREL, SPSS,
R, MATLAB, and AMOS, etc. Both R and MATLAB offer a

VOLUME 8, 2020



M. Hasnain et al.: Benchmark Dataset Selection of Web Services Technologies: Factor Analysis

IEEE Access

separate menu of factor analysis. IBM SPSS 23.0 is chosen
for the factor analysis of web services datasets. SPSS is
user-friendly and appropriate for conducting factor analysis
of datasets.

3) VARIMAX ROTATION AND SCREE PLOT

The varimax rotation [39] is the change of coordinates which
maximize the sum of variances for the squared coefficients
after transformation. The sparse representation of data that
varimax seeks is met by a small set of features of indi-
vidual samples. A particular sample contains zero values
and non-zero features in the transformed representation that
explain the data. Varimax rotation method has been widely
used for the rotation of items to have a better interpretability
of factors [40]. The use of varimax rotation is based on
the assumption of uncorrelated factors. A varimax rotation
method results in the false interpretation of highly correlated
factors. The direct oblimin rotation has more excellent effects
rather than using the varimax rotation to overcome the false
interpretation issue [41].

Kaiser criterion is the most popular method used for cor-
rect estimation of a number of factors that represent the
feature correlation and data variance. This criterion recom-
mends retaining the factors which have eigenvalues greater
than 1, as explained in [42]. The varimax rotation perturbs
the principal components. As a result, the variance is max-
imized within each vector. Also, the number of variables
with the intermediate loading is decreased for each vector.
Therefore, the number of very small or substantial loading
is increased [43]. Subsequently, varimax rotation streamlines
the principal components as they are significantly dependent
on a small number of original variables.

Each eigenvalue on (Y-axis) is plotted against the associ-
ated (X-axis) value. To represent the values of the two-axis,
a graph known as the scree plot is used to describe the values
of the two-axis in factor analysis. The word scree expresses a
distinct binding. For identification of the number of extracted
factors, a scree plot is considered for only those factors which
are present before different bindings.

C. FACTOR SOLUTION EXTRACTION

This section presents the factor solution extraction with
two main steps, i.e. principal components and percentage
variance.

1) PRINCIPAL COMPONENTS

We propose to extract factor solutions by using the factor
analysis method. Before our proposed work, a three-factor
solution was extracted by using the PCA method [43]. Our
proposed work is flexible in using either a number of factor
solutions. Therefore, we suggest principal label components
as PC1, PC2, PC3, and so on. Each extracted principal com-
ponent has a relationship with multiple web metrics, and
hence, it explains a percentage variance among related web
metrics. This step aims at deciding how many web metrics
contribute to explain the percentage variance of principal
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components. We aim to obtain the factor solution for all
of our chosen datasets that are acceptable and justifiable.
It might be acceptable if it gives us an effective reduction
in the dimension of web metrics, and it can be made justi-
fiable by using the existing literature on the subject of factor
analysis. There are several factor extraction methods, which
include PCA, ’principal axis factors’ (PAF), and *maximum
likelihood” (ML).

2) PERCENTAGE VARIANCE

Percentage variance is the illustration of the total variance
in a matrix. The division of eigenvalue calculates it by the
number of variables in a matrix. PCA method is selected
for the extraction of factor solution that is available in every
statistical program. PCA method is used to measure variance
in variables. For factor extraction, one is used in the diagonal
of the correlation matrix. The first variable at the highest
level gives the highest value of variance; the second variable
at the highest level gives the second-highest value, and so
on continues until 100% variance among variables is not
explained.

D. SIMILARITY FILTERING

The fourth module is proposed to calculate the similarity rela-
tionship between web metrics by extracted solutions of four
datasets. Before our proposed work, Wang et al. [44] used
collaborative filtering for quality of services (QoS) recom-
mendation of web services. Web services users’ mobility was
taken as a critical feature in the proposed approach. We per-
form similarity filtering to identify the common and dominat-
ing web metrics in the four datasets.

1) FUZZY RULES CONSTRUCTION

We apply fuzzy logic to construct a few rules to perform
similarity filtering. Zadeh [45] stated that a fuzzy rule used
predicates and conditional statements. In this regard, fuzzy
logic is compelling in the description of linguistic terms
and vague information [46]. In our fourth proposed module,
Fuzzy rules’ value is taken from Tables (6, 7, 8 and 9) in the
evaluation and results section. In the following, we show our
constructed fuzzy rules.

Fuzzy Rule 1: If the value of a web metric is > than 0.6 that
web metric is significant;

Fuzzy Rule 2: If the value of a web metric is < 0.6 that web
metric is not significant;

The construction of a fuzzy rule involves a web metric as an
antecedent and then consequent of that web metric. Proposed
fuzzy rules are given in a simple form. Membership function
determines the degree of truth of a crisp value with the range
between 0 and 1. Membership function maps the input to a
crisp value. In our proposed work, we use the membership
function, namely 'Lagrange Interpolation Membership Func-
tion” (LIMF) [47].

Researchers in [60] stated that membership degree, which
is higher than 0.6 as indicated as significant. Also, this value
has been specified as a fuzzy threshold in the literature.
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FIGURE 3. LIMF for a quality metric.

So membership degree < 0.6 is not optimal because any value
more than 0.6 is transformed into a crisp value [61]. A metric
value greater than 0.6 satisfies the more users of web services.
Thus we follow the assumption made in [62], [63] because
a web metric with threshold value > 0.6 is based on the
satisfaction of more users and thus the fuzzy threshold is set
to > 0.6.

Figure 3 illustrates the usage of the LIMF member-
ship function, which has been used in our proposed work.
In Figure 3, we mean ’'N. Imp., ’Imp.; and 'M.Imp.
as not important, important and most important web met-
rics, respectively. Therefore, the value difference between
two neighboring labeled web services is 0.20, as shown
in Figure 3. From bottom to top, value increases for five
categories of web metrics. For instance, the first category
of N.Imp. web metrics have value between 0.0 and 0.2,
and the second category of N.Imp. web metrics value starts
at(0.21 and finishes at 0.4 and the third category of N.Imp.web
metrics value lies between 4.1 and 6.0.

Moreover, the value of Imp. class of web metrics lies
between 0.61 and 0.80, and the value of M.Imp web metrics
starts from 0.81 and continues until value is not reached
to 1.0. We manually update fuzzy rules and ranges of linguis-
tic variables. However, the fuzzy rules and their implementa-
tion can be extended by following the application of Takagi
Sugeno Inference System [54].

2) WEB METRICS INDIVIDUAL SCORING (WMIS)

In the second part of this module, we propose the ranking
criteria to show the essential quality metrics which have been
used in our work. Our proposed ranking method aims to
calculate the ranking score of each web service quality metric.
Before we use the proposed WMR method, we calculate the
loading score of web metrics, which contribute to a two-factor
solution and three-factor solution. For web metrics that con-
tribute to a two-factor solution, we propose the Web Metrics
Individual Scoring (WMIS,) method in the following Eq. (3).

l n
WMIS, = ﬁ];(x +) (3)
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Whare ’x’ represents load value on PC1, 'y’ represents load
value on PC2, and N represents the number of load values.
Similar to Eq. (3) we propose the (WMIS}) method to com-
pute the individual score of web metrics which contribute to
three-factor solution as follows.

1 n
WMIS), = N};(x +y+72) “)

Latter proposed Eq. (4) includes ’z’ as load value on PC3.
Above proposed Eq. (3), and Eq. (4) aim at addressing the
redundant occurrence of web metrics in contributing to the
formulation of two factors and three factors solution, respec-
tively. We can determine the (WMIS,) and (WMIS},) for those
web metrics which contribute to both two factors solution and
three factors solution.

3) WEB METRICS RANKING (WMR)

For web metrics which have representation in both two fac-
tors solution and three factors solution, we obtain a cumula-
tive ranking score by combining the (WMIS,) score of web
metrics in datasets which have two factors solution with the
(WMIS),) score of web metrics that have three factors solution
as given in the following Eq. (5).

l n
WMR = —S (d1 +d2 +d3 + d4 5
N;( +d2+d3+dd) Q)

where dl1, d2, and d4 represent (WMIS,) score for datasets
A, B, and D, respectively. Moreover, d3 expresses (WMISy)
score of a web metric for the dataset C. In case a web
metric stands out only in the first dataset, then d2, d3,
and d4 scores are taken as null values for specific web
metrics. To ensure that our proposed WMR method effi-
ciently works on variables (quality metrics, items), we rec-
ommend to use null values for such type of entities which
have a varying number of WMIS scoring for relevant
variables.

VI. EVALUATION AND RESULTS

This section presents the experimental assessment of factor
analysis about total variance explained. Moreover, we report
findings on the ranking of quality metrics by using the WMR
method.

A. TOTAL VARIANCE EXPLAINED IN FOUR DATASETS
In the following, the results of the four datasets regarding total
variance and eigenvalues have been explained.

Table 2 shows that dataset A has a total of eigenvalue 2.035,
and 1.745 for PC1, and PC2 respectively. Here PC1, PC2,
and PC3 represent principal component 1, principal compo-
nent 2, and principal component 3, respectively. These eigen-
values remained the same in the extraction sum of the square
loading. In the rotation sums of squared loading, the total
value of two principal components, as shown in Table 2,
was found with a negligible difference to total values in the
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TABLE 2. Total variance explained of dataset A.

Component | Total Eigenval- % of Variance | Cumulative Total % of Variance | Cumulative % | Total % of Variance | Cumulative
ues in Initial %o Extraction in Extraction Extraction Rota- in Rotation % Rotation
Eigenvalue Eigenvalue Value tion
1 2.035 50.878 50.878 2.035 50.878 50.878 2.030 50.758 50.758
2 1.745 43.623 94.501 1.745 43.623 94.501 1.750 43.743 94.501
3 0.220 5.499 100.000 - - - - - -
4 3.271E-11 8.178E-10 100.000 - - - - - -
TABLE 3. Total variance explained of dataset B.
Component Total Eigenvalues % of Variance in | Cumulative % | Total Rotation % of Variance in | Cumulative
Initial Eigenvalue Eigenvalue Rotation % Rotation
1 2.886 48.099 48.099 2.884 48.068 48.068
2 1.706 28.425 76.524 1.707 28.456 76.524
3 0.877 14.618 91.142 - - -
4 0.477 7.948 99.090 - - -
5 0.054 0.908 99.998 - - -
6 0.000 0.002 100.000 - - -
TABLE 4. Total variance explained of dataset C.
Component Total Eigenvalues % of Variance in | Cumulative % | Total Rotation % of Variance in | Cumulative %
Initial Eigenvalue Eigenvalue Rotation Rotation
1 4.403 48.921 48.921 3.386 37.620 37.620
2 2.127 23.633 72.553 2.280 25.329 62.948
3 1.128 12.532 85.085 1.992 22.137 85.085
4 0.933 10.364 95.449 - - -
5 0.324 3.597 99.046 - - -
6 0.070 0.781 99.827 - - -
7 0.016 0.173 100.000 - - -
8 3.882E-17 4.313E-16 100.000 - - -
9 -8.045E-17 -8.939E-16 100.000 - - -

initial eigenvalues and extraction sum of the squared loading.
Table 2 shows that (PC1) accounts for 50.878% variance, and
(PC2) accounts for 43.623% variance.

Table 3 shows that dataset B has a total eigenvalue
of 2.886 and 1.706 for PC1, and PC2, respectively. These
eigenvalues are found with a negligible difference for the
extraction sum of the square loading and rotation sums of
squared loading.

Table 4 shows that dataset C has a total of eigen-
value as 4.403, 2.127, and 1.128 for PC1, PC2, and
PC3, respectively. These eigenvalues remained the same in
the extraction sum of the square loading. In the rotation
sums of squared loading, the total values of three princi-
pal components, as shown in Table 4, were found to be
contrary to those total values of each component in the ini-
tial eigenvalues as well as the extraction sum of squared
loading values. Table 4 also shows that PC1 accounted for
48.921% wvariance, PC2 explained 23.633% variance, and
PC3 explained 12.532% variance.

Table 4 is the description of three important factors and
the loading of 9 quality metrics of web services. The first
component has explained the 48.921% variance in dataset C,
and it has a high loading (>0.6) from compatibility, relia-
bility, response time, latency, and best practices web met-
rics. Among these metrics, reliability, and best practices are
negatively related to component 2. The second component
explains 23.633% variance and has a high loading (>0.6)
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from success-ability, and availability metrics. The third com-
ponent explains the least variance as 12.532% with the
higher loading (>0.6) from documentation and best practices
metrics.

Dataset D has been recently used in a published work [33].
Various quality metrics have been used to rank web services.
Dataset D aims at showing us a total variance obtained from
six various quality metrics. Table 5 illustrates that total eigen-
values as 1.483, and 1.217 were obtained for PC1 and PC2,
respectively.

B. COMPONENT MATRIX OF DATASETS
In the following, we present the component matrix results of
four datasets.

Table 6 shows the loading of variables and the estimation
of the correlation between each variable and components.
Table 6 (rotated components matrix) indicates the loading
of four items of the scale on two factors from dataset A.
None of the four items has shown a cross-loading both on
component 1 and component 2. The reliability metric has
a reliable loading on factor 1, while it has a very low and
inverse loading on factor 2. Response time metric has a
very low loading on PCI, and a high but inverse loading
on PC2. The throughput metric of web services has a very
low loading on PCI but has a very high loading on PC2 as
given in Table 6. The final metric as an error message has
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TABLE 5. Total variance explained of dataset D.

Component Total Eigen- % of Variance | Cumulative Total % of Variance | Cumulative % | Total Ro- % of Variance | Cumulative

values in Initial % Extraction in Extraction Extraction tation in Rotation % Rotation
Eigenvalue Eigenvalue Value

1 1.483 24.720 24.720 1.483 24.720 24.720 1.480 24.662 24.662

2 1.217 20.289 45.009 1.217 20.289 45.009 1.221 20.347 45.009

3 0.969 16.149 61.158 - - - - - -

4 0.934 15.562 76.720 - - - - - -

5 0.745 12.409 89.129 - - - - - -

[ 0.652 10.871 100.000 - - - - - -

TABLE 6. Rotated component matrix of dataset A.

TABLE 8. Rotated component matrix of dataset C.

Quality Metrics Component 1 Component 2 Quality Metrics Component 1 Component 2 Component 3
Reliability 0.999 -0.009 Response Time 0.652 0.283 0.010
Response Time 0.140 -0.934 Availability 0.127 0.917 -0.125
Throughput 0.120 0.937 Throughput -0.585 -0.271 0.560
Error Messages -0.999 0.009 Successability 0.293 0.918 -0.101
Reliability -0.863 -0.110 0.458
Compatibility 0.964 0.176 -0.065
TABLE 7. Rotated component matrix of dataset B. Best Practices -0.657 0.213 0.710
Latency 0.641 -0.578 -0.170
Documentation -0.002 0.138 -0.952
Quality Metrics Component 1 Component 2
Reliability 0.999 -0.009
Class 0.956 0.062 TABLE 9. Rotated component matrix of dataset D.
Throughput 0.736 -0.086
Response Tlme 0-589 0-509 Quality Metrics Component 1 Component 2
Best Practices 0.344 0.907
Documentation 0.180 -0.780 Cost 0.713 0.000
Security 0.675 -0.226
Usability -0.655 -0.189
Respone Time -0.113 0.784
Flexibility 0.052 -0.575
a very high loading but inverse on PC1. Table 6 shows that Availability 0.268 0.434

two items (reliability value and error messages) have a strong
relation with PC1. It indicates that for dataset A, both items
determine the reliability of web services. The second item
(error message) has a strong but inverse relationship with
PC1. It can be interpreted that two items that associate with
the PC1 have opposite directions. For example, an increase in
reliability means a decrease in the error messages.

Moreover, it indicates that an increase in the occurrence of
error messages results in decreasing web service reliability.
The second component, PC2 is much related to the response
time and throughput. Response time has an inverse relation-
ship with the PC2.

Table 7 (rotated components matrix) indicates the loading
of six items of the scale on two factors from dataset B.
Tabachnick and Fidell [48] mentioned 0.32 value as a rule
of thumb for a minimum loading of an item. Item 5 showed a
cross-loading both on factor 1 with (0.344) and (0.907), and
also showed a gap of 0.2 between primary loading and cross-
loading. However, a cross-loading >0.3 is not acceptable in
general. Similarly, item 3 also shows loading on two compo-
nents. Item 4 has (—0.589) loading on factor 1, and (0.509)
loading on factor 2, respectively. In the first case, negative
value shows an inverse relationship between the item and a
factor. It indicates that item 4 is in the opposite direction for
factor 1 and the right direction for factor 2.

With the help of our proposed research schema, we were
able to reduce the dimensions of nine web services qual-
ity metrics of dataset C into three common factors, which
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provided 85.086% as a total explained variance by following
the eigenvalue >1 for the standardized factors. Table 8 pro-
vides us information regarding nine quality metrics, along
with their component values. Item 1 (response time) has a
loading value (0.652) on PC1 that is acceptable. Item 2 (reli-
ability) has a loading value (0.917) on PC2. Throughput as
an item 3 has loading values (—0.585), (—0.271) and (0.560)
on PC1, PC2, and PC3, respectively. Success-ability with
loading value (0.981) on PC2 was the fourth item in Table 8§,
which had the highest loading value on PC2. The reliability
quality metric also showed the acceptable loading values
(—0.863) and (0.458) on PC1, and PC3, respectively. Com-
patibility showed (0.964) loading value on PCI1.

Table 9 (rotated components matrix) indicates the loading
of six items of the scale on two factors from dataset D.
Most of the items have shown a cross-loading both on fac-
tor 1 and factor 2. Only cost as quality metric has a maximum
loading as (0.713) on PC1, while it has a (0.00) loading on
PC2. The remaining quality metrics of dataset D have shown
cross-loading on both PC1 and PC2 factors. For instance,
the security metric has a positive loading (0.675) on PC1 and
(—0.226) loading on PC2. Usability has an inverse load-
ing (—0.655) and (—0.189) on PCI1 and PC2, respectively.
However, it does not mean that usability has no relationship
with the two-component factors. Response time has (—0.113)
loading on PC1 and (0.784) loading on PC2. It is indicat-
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FIGURE 4. Scree plots of four datasets.

ing that the response time metric has a strong relationship
with PC2. Flexibility quality metric has (0.052) loading on
PC1 and (—0.575) loading on PC2. Availability as a quality
metric has shown a cross-loading on both PC1 and PC2 fac-
tors.

C. SCREE PLOTS AND COMPONENT PLOTS
We present a visual representation of scree and component
plots as follows:

Following Figure 4 (a, b, ¢, and d), is showing us scree plots
of four datasets.

Figure 4(a) shows that the distinctive break (elbow) occurs
at point 3; thus, we take one factor less than the designated
by the relevant break. Therefore, a two-factors solution is
deemed fitting to dataset A. Figure 4(b) shows us a break
at point 3, which shows that a two-factor solution deemed
appropriate for dataset B. Figure 4(c) shows us a break at
point 4, and subtracting one by 4 gives us a three-factors
solution for the dataset C. Figure 4(d) shows that a break has
occurred at point 3. Hence, a two-factors solution is deemed
fitting to our used dataset, D. Figure 5 illustrates that PC1 is
positively correlated with the reliability value and negatively
related to the error messages metric value. These items are
located at the right upper and left upper quadrants, respec-
tively. The second component, PC2, is positively correlated
with the throughput metric and negatively associated with the
response time metric.

Figure 6 shows that the first component PC1 is posi-
tively correlated with reliability and class (quality metrics),
and negatively correlated with the response time metric.
The second component, PC2, is positively correlated with
best practices, and negatively correlated with documentation
and throughput items (quality metrics).
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FIGURE 7. Component plot of dataset C.

Figure 7 shows the association between underlying vari-
ables and extracted factors based on rotated factor load-
ing (refer to the rotated component matrix). The plot
in Figure 7 has three dimensions with positioning of relative
factors on it. The PC1 is composed of best practice, reliability,
and throughput quality metrics, while the second component
PC2 is comprised of availability and success-ability quality
metrics. The third component PC3 is comprised of documen-
tation, response time, and compatibility quality metrics of
web services. According to Figure 8, it is observed that the
first component is correlated with cost and availability items
(web metrics) since both of these items are located in the
right upper quadrant. The second component is negatively
associated with the usability item as it lies in the right lower
quadrant.
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TABLE 12. Dominating quality metrics in four datasets.

Categories

Dataset A
2 Factor Solution

Dataset B
2 Factor Solution

Dataset C

3 Factor Solution

Dataset D
2 Factor Solution

BCl PC2

PCl PC2

[ ‘Pcz |PC3 PCL PC2

Performance Factors
Latency
Successability
Availability
Security Factors
Best practices
Reliability
Security

Error Messages
Trust Factors
Throughput
Response time
Class

Rapport Factors
Compatibility
Documentation
Cost

0.641

05918
0.917

0.999

-0.93%

- 0.82
0560 -

-0.657
-0.863

0.710

0.675

0937
-0.934

0739
-0.609
0.953
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FIGURE 8. Component plot of dataset D.
TABLE 10. WMR score of quality metrics.
Metric Name (WMIS,) | (WMIS,)| (WMIS,) | (WMIS.a)
in dataset A in dataset B in dataset C in dataset D
Reliability 0.495 0.522 0.922 -
Response -0.397 0.040 0.315 0.366
Time
Throughput 0.528 0.325 -0.099 -
Error -0.495 - - -
Messages
Class - 0.509 - -
Best Practices - 0.625 0.089 -
Documentation | — 0.300 0.272 -
Availability - - 0.306 0.351
Successability - - 0.370 -
Compatibility - - 0.392 -
Latency - - 0.036 -
Cost - - - 0.356
Security - - - 0.225
Usability - - - -0.422
Flexibility - - - 0.261
TABLE 11. Results of WMR method.
Sr No. Quality Metric | Initial Ranking New
Name Ranking Score Ranking
Score (%oage)
1 Reliability 0.5762 57.62 1
2 Response Time 0.160 16.00 14
3 Throughput 0.2513 25.13 12
4 Error Messages -0.495 -49.50 3
5 Class 0.509 50.90 2
6 Best Practices 0.357 35.70 7
7 Documentation 0.286 28.60 10
8 Availability 0.3305 33.05 9
9 Successability 0.370 37.00 6
10 Compatibility 0.392 39.20 5
11 Latency 0.036 3.60 15
12 Cost 0.356 35.60 8
13 Security 0.225 22.50 13
14 Usability -0.422 -42.20 4
15 Flexibility 0.261 26.10 11

Table 10 is presenting the results of our proposed (WMIS,;)
and (WMISp,) methods for calculating the quality metric indi-
vidual score in four datasets. Obtained individual scores of
quality metrics are used to rank them. The proposed WMR
method has been applied to the results given in Table 10.

Table 11 is showing us the ranking score as well as the
percentage ranking score of web metrics after addressing the
occurrence of redundant web metrics in multiple datasets.
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In the last column of Table 11, we have obtained a new rank-
ing of quality metrics. In the following section, we present a
discussion on results.

VII. DISCUSSION

To compare four datasets by using varimax loading, we have
extended the categories of web services quality metrics pro-
posed by Arasil et al. [16]. They categorized the quality
metrics into three categories, i.e., performance factors, secu-
rity factors, and trust factors. It is because datasets, we used
contain more quality metrics than those used in the lateral
mentioned study. We have added a new category named
‘rapport factor’ [49], which is either used as positively or
negatively to express the relationship of web services users
with services providers.

A. DOMINANT QUALITY METRICS AND THEIR
CONTRIBUTION

Table 12 shows the contribution and dominance of quality
metrics in four datasets. The number of quality metrics in the
original datasets were four, six, nine, and six in datasets A,
B, C, and D, respectively. Table 12 shows that reliabil-
ity as a quality metric contributed to the construction of a
two-factors solution for each of dataset A, B, and D, and
the three-factors solution for dataset C. The error message
as a quality metric contributed to the formulation of factor
solution with the inverse relationship with PC1. Response
time, cost, security and usability metrics participated in
the construction of two-factors solution for Dataset D. For
dataset A, security factor of web services remained impor-
tant in explaining the 50.878% variance for PC1, and trust
factors including throughput and response time explained
43.623% variance for PC2. For dataset B, reliability quality
metric with 0.960 score from security factors contributed
along with trust factors in explaining the 48.099% variance
for PC1, and best practices and documentation contributed
in defining the 28.425% variance for PC1. For dataset C,
a three-factors solution showed that quality metrics from all
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four categories contributed to explaining 48.921% for PCl1,
and only success-ability and availability quality metrics from
performance factors contributed in explaining 23.633% vari-
ance for PC2. Best practices and documentation were security
and rapport factors respectively, which explained 12.53%
variance for PC3 in Dataset C. Besides, reliability, we found
that response time is another quality metric that contributed
in explaining the percentage variance for either PC1 or PC2 in
dataset A, dataset B, dataset C, and dataset D.

Due to substantive interpretation, a three-factor solution
or other less dimensional factor solutions are preferred to
get better or accurate results. Sometimes three factors have
causal relation, and hence they are loaded together. For a
higher number of variables, the smaller the factor solution
would have better selection and recommendation results [64].
Before our research work, Konosu and Kasahara [65] stated
that less dimensional factor solution (two-factors solution
and three-factors solution) had better results than the higher
dimensional factor solution. Thus our findings indicate that
more accurate and useful results can be achieved from the
latter mentioned less dimensional factor solutions.

Usability as a quality metric refers to the extent a specific
user is satisfied with the use of a software product [50].
A web service with high usability enables users to understand
the information displayed on a web page. As usability is
showing an inverse relationship with the PC1 in dataset D,
we can conclude that this dataset does not fit with the infor-
mation about the design and constructs of web services.
Security as a metric for web services has been kept with
the reliability and trust metrics [51]. Therefore, trust in web
services is primarily based on whether web services meet
users’ non-functional quality requirements. Security metric
with 0.675 loading indicates that principal component 1 on
dataset D is determining the users’ trust in web services. Since
performance metrics were used in dataset C, and hence show
their dominance in the relevant dataset. We cannot say that
performance factors did not contribute to explaining other
datasets. If they have been taken in other datasets, we would
have measured them to show their presence in respective
datasets.

Figure 9 is indicating that reliability, throughput, and
response time quality metrics have been found as the most
critical quality metrics. PC1A, PC1B and PC1C, and PC1D
represent principal factorl for four datasets, respectively.
PC2A, PC2B, PC2C, and PC2D represent primary factor 2
for our used four datasets. PC3C is indicating principal
factor 3 only for dataset C. This is because that dataset C has
given us a three-factor solution as compared to the two-factors
solution for the remaining three datasets.

Finally, it has been concluded that factor analysis yielded
a two-factors solution for three datasets [29], [30], [33],
and the three-factors solution for dataset mentioned in [31].
As shown in Table 2 that PC1 represents the explained maxi-
mum percentage variance (50.878) in dataset A, it means that
four quality metrics have more significant effects on dataset
A. Both, response time and throughput were considered as
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potential metrics as shown in Table 1. According to results
in Table 12, reliability and error messages, along with the
response time and throughput, were found outstanding qual-
ity metrics. Following this high percentage variance, PC1 in
dataset B, and dataset C also showed 48.009 and 48.921%
variance values in datasets B and C, respectively.

Figure 10 is showing us the PC1, PC2, and PC3 for
four datasets. Percentage variance in PC1 for datasets A, B,
and C remained higher than percentage variance in PC1 of
dataset D. This could be due to a low degree of correla-
tion between quality metrics. We found that reliability and
response time were among quality metrics, which showed
an increased percentage variance in explaining the principal
components.

53661



IEEE Access

M. Hasnain et al.: Benchmark Dataset Selection of Web Services Technologies: Factor Analysis

Quality Metrics Ranking
2
g
W
2 "R
g
5
i3
@
o
)
#
g
R e
w\\\“ -‘\ﬁ\e g\O SEQBS 09‘5 a ﬁd\ @\\‘ﬂ R \‘0\\\“ v eaj\ m\ \0\
e@ 6@ w““l,m t;p%‘ﬁ]
Quality Metrics

FIGURE 11. Quality metrics ranking.

B. WEB METRICS’ RANKING

Figure 11 shows the percentage score of 15 web metrics
from our used four datasets. Reliability is predicted as a
top-ranked with (57.62%) score followed by class web met-
ric with (50.9%) score, as shown in Figure 11. Only error
messages and usability web metrics were found with the —
ive percentage scoring from our results. Such a high ranking
score of reliability quality metric indicates that it has a high
probability of achieving the space among the web metrics
of datasets. Based on the computed ranking score of web
metrics, we recommend that dataset A with a high score of
quality metrics is suitable for future works on web services
classification and regression testing.

C. OPTIMAL FACTORS SOLUTION

Findings from this study indicate that datasets with the com-
bination of web metrics (reliability, and response time) have a
more significant effect in explaining the percentage variance.
Also, the component plots, as shown in Figure 5 and Figure 6,
indicate that the two-factor solution remained optimal for
dataset A and dataset B, respectively. A significant percent-
age of total variances was explained by two-factors solution:
94.501%, and 76.524% in dataset A, and dataset B, respec-
tively. However, variance explained by the two-factors solu-
tion in dataset D is 45.009% that is lower than 50.00% value.
It shows that items contributing to a two-factors solution for
dataset D are not sufficient. Another reason behind the low
total variance is that multiple items failed to show a prominent
association with PC1 and PC2, respectively. According to
Sarstedt [52], the total variance must meet minimum criteria
of at least 50% variance among all items. They recommended
75% total variance value.

D. EVALUATION OF THE PROPOSED RANKING METHOD
To evaluate the proposed ranking method, we extend the
Ranking Precision [53] as given in the following Eq. (6).

2 R/r

(6)
Number of Load. Values

Ranking Precision =

53662

where R is the current ranking/position of a web service met-
ric after ranking, and r is the original position of a web metric
given in Table 11, where N is expressing the total number
of used web services quality metrics. Therefore, the ranking
precision of our proposed WMR method is computed from
the list of web services attributes, which are given in Table 11.
We achieved 96.17% RP of our proposed WMR method,
which is indicating that the proposed method is efficient
in showing the ranking precision of web services quality
metrics.

E. FUTURE OPPORTUNITY WORKS
From the findings of this study we can undertake a few future
research works. Two of them are given in the following.

1) WEB SERVICES CLASSIFICATION VIA MACHINE LEARNING
The first future research work can be focused on the classifi-
cation of web services. We plan to use the dataset with web
metrics which have been computed important with dominat-
ing ranking score from our proposed WMR method. If we
have a benchmark dataset, which shows maximum desirable
features for classification, we can use classifiers on that
dataset for binary or multiple classification. Web services
classification can be calculated by using various subjective
methods, which are trustworthiness, ranking, and scoring.
Web metrics classification can help us to calculate users’ trust
scores of web services. The calculated trust score defines the
priority testing of web services.

2) REGRESSION TESTING OF RANKED WEB SERVICES

Our second future work can be focused on regression test-
ing of the ranked web services. Ranking of web services
is derived from calculated users’ trust in web services. For
instance, a pool of users shows their trust in web services
through their feedback values; it means a web service per-
formance is better than that web service, which has a low
trust score from users. Therefore, regression testing of a web
service with a low trust score from a user is conducted before
a web service with a high trust score of users.

F. THREATS TO VALIDITY
In this part of the paper, we discuss the validity threats of our
web service ranking method for benchmark dataset selection.

A threat to internal validity is the choice of the subject on
web services quality metrics. Also, the proposal of bench-
mark dataset selection from factor analysis may have a few
risks regarding the knowledge and understanding of the crite-
ria which support the chosen method. Due to less understand-
ing on the process may affect the results and their interpreta-
tions. To mitigate these impacts, we have used enough time to
familiarize ourselves with the background information using
the literature on factor analysis and its applications in other
domains.

The external validity is concerning to the generalization of
results from experiments performed in this study. The main
external threat to our proposed approach is to its evaluation
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of the different datasets than the historical information based
datasets. Therefore, the applications of machine learning
models have been widely used, and performance prediction
of web services may be well presented with the time series
information of web services. Our work includes only four
datasets, and among them, dataset ‘A’ has a more substan-
tial information from thousands of users located in diverse
regions. The rest of the three datasets consist of a smaller
number of records of quality metrics, which may impact
the ranking accuracy of factor analysis results. Although the
execution of our proposed approach shows positive results,
we plan to expand our evaluation by recruiting more datasets
from accessible dataset repositories.

VIII. SENSITIVITY ANALYSIS

Sensitivity analysis is used to gauge parameters that have
a more significant impact on availability. In other words,
it means to identify those components which are highly
concerning to achieve an increased availability [66]. The
focus of sensitivity analysis is to evaluate the QoS metric,
which has a more significant impact on web service ranking
from metrics’ dimension reduction. As shown in Table 11,
we presented the sensitivity analysis of ranking of quality
metrics computed by the proposed WMR method. Table 11 is
presenting all QoS metrics of four datasets. The parameters
are shown with the ranking score (%), initial ranking, and new
ranking. Individual WMR score of metrics have been given
in Table 10. Based on the determined WMR score, we set
the priority of quality metrics. An increase in the value of the
WMR score is dependent on the increased quality metrics in
datasets.

Before our work, Li et al. [67] and Ibrahim [68] performed
a sensitivity analysis of QoS metrics to analyze their effects
on the decision results. However, we follow the ways adopted
in [69] for sensitivity analysis. Generally, the new ranking of
quality metrics is influenced by the WMR score. If the WMR
score of an individual quality metric is higher in percentage,
it means it has a higher effect. However, some of the quality
metrics have obtained a lower WMR score than the rest of the
quality metrics. For instance, latency as a quality metric with
a3.6% WMR score gets the least position in the ranked QoS
metrics.

On the other hand, reliability with 57.60% WMR score
attained the top position in the ranked QoS metrics. How-
ever, a change in the WMR score may affect the ranking of
QoS metrics. The WMR score is derived from component
matrix of four datasets. For instance, throughput may find
place earlier than response time in datasets A and B if its
value is changed. Moreover, shift in success-ability and best
practice metric values in dataset C may have higher effects
if their values are increased. Success-ability may find a place
with the top-ranked metrics if its value increases. For dataset
D, the usability metric may have higher effects against the
reduction of the factors in Dataset D if it receives higher
value from users than the earlier mentioned values. Overall,
both the WMR score and the number of datasets remained
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crucial factors for the determination of sensitivity analysis in
our study.

IX. CONCLUSION AND FUTURE RESEARCH
IMPLICATIONS

Overall, the factor analysis results based on four benchmark
datasets provided a two-factors solution for each of dataset
A, dataset B, and dataset D, and a three-factors solution for
dataset C. A total of 15 web services quality metrics have
been categorized in performance, security, trust, and rapport
categories of factors. Our factor analysis of web services
quality metrics revealed that reliability and response time
were among top metrics which explained a high percentage
variances. According to results, success-ability and availabil-
ity were found among the top factors of performance metrics.
Reliability and best practices were found top factors among
security factors. Response Time and throughput were found
the top two factors among trust factors. Documentation and
compatibility were found among the prime factors of the
rapport category of web metrics. Proposed WMR method
results showed that reliability was top-ranked web quality
metric, followed by class web quality metric. The proposed
WMR method showed us the precision accuracy of 96.17%,
which reflects that our proposed ranking method is efficient
than the existing ranking methods.

The research implications of this study include the selec-
tion and ranking of RESTful web services by our proposed
study schema. RESTful web services evaluation requires
regression testing. Hence, the ranking of potential quality
metrics of RESTful web services by our proposed WMR
method can be a leading work in the paradigm of web ser-
vices. Web services profiling regarding our findings about
benchmark dataset is another research implication that gives
optimized results only using the least number of quality
metrics. The introduction of fuzzy rules in a benchmark
dataset selection is the third implication that leads to solve
the complex labeling issues and calculate users’ trust in web
services.
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