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ABSTRACT Paraconsistent soft sets can address issues involving incomplete and inconsistent information
simultaneously. In this paper, paraconsistent soft sets are furtherly extended to dynamic paraconsistent soft
sets by introducing time factors. We define some basic operations, such as dynamic paraconsistent soft
subsets, complement, ‘‘AND’’, restricted intersection, relaxed intersection, restricted cross and relaxed cross.
Subsequently, we also propose the definitions of dynamic paraconsistent soft decision system, compound
time choice value, compound time decision value, compound time weighting vector and final decision value.
Additionally, we construct a decision making algorithm for dynamic paraconsistent soft sets, which can
address issues involving both dynamic incomplete and inconsistent information. Furthermore, we apply
the proposed algorithm to a practical loan problem for small and micro enterprises. Finally, we perform
a sensitivity analysis and a comparative analysis to prove the effectiveness and feasibility of the proposed
algorithm.

INDEX TERMS Dynamic paraconsistent soft sets, incomplete information, inconsistent information,
compound time, decision making.

I. INTRODUCTION
Many complex issues in social science, economics, medical
science and engineering involve uncertainties. Scholars have
proposed some theories such as the theory of probabil-
ity, fuzzy set [1] and interval mathematics [2] to address
these complex issues. However, Molodtsov [3] pointed out
that these theories have inherent limitations in insufficient
parameterization tools, and he proposed soft set theory as
a newly mathematical tool to cope with uncertainties. Cur-
rently, researches on soft sets have been growing rapidly,
such as extended theories [4]–[6], algebraic structure [7]–[9],

The associate editor coordinating the review of this manuscript and
approving it for publication was Lu An.

medical diagnosis [10], normal parameter reduction [11]–[14],
combination forecast [15], data mining [16] and decision
making [17]–[22].

In complex issues, incomplete and inconsistent informa-
tion exists widely. Incomplete information appears when the
information is not collected or lost. And inconsistent informa-
tion is likely to be appeared because of the different sources
they are collected from. As an effective tool for handling
uncertainties, soft set theory has been playing an important
role in incomplete and inconsistent information analysis.

In terms of the analysis of incomplete information, Zou
and Xiao [23] initiated the incomplete information analysis
method based on soft sets, by constructing aweighted average
method for standard soft sets under incomplete information.
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Kong et al. [24] simplified the weighted average method of
Zou and Xiao [23] by directly replacing incomplete informa-
tion with simplified probability. Qin and Ma [25] proposed
an incomplete information analysis method based on interval-
valued fuzzy soft sets. Wang and Qin [26] proposed weighted
incomplete fuzzy soft sets and incomplete weighted fuzzy
soft sets, and put forward corresponding decision making
methods.

In terms of the analysis of inconsistent information,
Maji [27] originally researched inconsistent information
based on neutrosophic soft sets by integrating neutrosophic
sets into soft set theory. Karaaslan [28] proposed the correla-
tion coefficient of single-valued neutrosophic refined soft sets
and applied it to cluster analysis. Guan et al. [29] established
neutrosophic soft sets forecasting model based on multi-
attribute time series. Abu Qamar and Hassan [30] proposed
Q-neutrosophic soft sets, and put forward the decision mak-
ing algorithm based on Q-neutrosophic soft relation [30] and
Q-neutrosophic-set aggregation operator [31], respectively.

However, the existing studies cannot address issues involv-
ing both incomplete and inconsistent information. In order to
make up for the defect, Dong and Hou [32] put forward the
concept of paraconsistent soft sets by combining paraconsis-
tent reasoning with soft set theory. Paraconsistent soft sets
employ four-valued structure [33] in paraconsistent reason-
ing. Four-valued structure expresses not only the parameters
of classical soft sets, but also three other parameters, namely
approximate opposite, incomplete information and inconsis-
tent information. Four-valued structure effectively extends
the parameter expression ability, and enables paraconsistent
soft sets to address complex issues involving both incomplete
and inconsistent information.

In real world, information changes with time and presents
dynamicity. Nevertheless, paraconsistent soft sets can only
describe information at a certain time, and do not consider
the dynamicity of information. The defect limits themodeling
of some issues involving dynamic incomplete and incon-
sistent information. Therefore, it is of great significance to
introduce the time factor into paraconsistent soft sets. In this
paper, we propose the definition of dynamic paraconsistent
soft sets, as a more general perspective than paraconsistent
soft sets, to describe issues changing with time and involv-
ing both incomplete and inconsistent information. Then,
we define basic operations, such as complement, ‘‘And’’,
restricted intersection, relaxed intersection, restricted cross
and relaxed cross. Also, this study introduces the concepts
of dynamic paraconsistent soft decision system, compound
time choice value, compound time decision value, compound
time weighting vector and final decision value. Moreover,
we construct the corresponding decision making method, and
employ it to a practical loan problem. Finally, a sensitivity
analysis and a comparative analysis with the previous method
are performed.

The remainder of this paper is organized as follows:
Section II reviews the definitions of soft set and paracon-
sistent soft set, and the time weighting vector. Section III

introduces the concept of dynamic paraconsistent soft set and
defines the basic operations. Section IV proposes a dynamic
paraconsistent soft decision system and a decision making
method of dynamic paraconsistent soft sets. Furthermore, a
sensitivity analysis and a comparative analysis are imple-
mented to demonstrate the validity of the proposed method
in Section V. Some research conclusions are presented in
Section VI.

II. PRELIMINARIES
In this section, the basic concepts of soft set and paraconsis-
tent soft set are reviewed. Besides, the method of obtaining
the time weight vector is also introduced briefly.

A. SOFT SET
Molodtsov [3] originally introduced the concept of soft set
which is free from the inadequacy of the parameterized tools
of in the existing methods. A pair (F,E) is called a soft set
over U , where F is a mapping on the parameter set E given
by

F : E → P(U ).

B. PARACONSISTENT SOFT SET
In order to address issues involving both incomplete and
inconsistent information in reality, Dong and Hou [32] pro-
posed paraconsistent soft sets. Let (F,P) be a soft set over
universe of discourseU ,P be a family of parameters set andF
be a mapping defined by F : P→ P(U ). (F,P) is said to be a
paraconsistent soft set, if it satisfies the following conditions:

(i) ε =
{
ε+, ε−, ε⊥, εT

}
, ε ∈ P.

ε∗(∗ = +,−,⊥,T) is called a cell parameter. Among
them, ε+ and ε− respectively represent ‘‘approximately
belonging to ε’’ and ‘‘approximately not belonging to ε’’. ε⊥

indicates ‘‘lacking in information on the parameter ε’’, and
εT stands for ‘‘inconsistency of the parameter ε’’.
(ii) ∪ε∗∈ε∈PF(ε) = U .
(iii) For any two cell parameters εi, εj ∈ ε, εi 6= εj,

F(εi) ∩ F(εj) = φ.

C. OBTAINING THE TIME WEIGHTING VECTOR
Considering that the information in real world changes with
time, we need to comprehensively consider the information
at different times in the decision making process. However,
there are differences in the importance of information at
different times, then Guo et al. [34] proposed a method
to determine the time weighting vector, which employs
W = {ω1, ω2, . . . , ωp}

T to express the importance degree
of each single time. Before giving the mathematical pro-
gramming method for determining W = {ω1, ω2, . . . , ωp}

T,
we present the definition of the entropy I and the time-degree
λ successively.

The entropy I reveals average information in information

theory and is defined as I = −
p∑

k=1
ωk lnωk . The higher the

entropy is, the less information it carries.
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The time-degree λ reflects the importance degree of each
single time. The more λ leans towards 0, the more atten-
tion decision makers pay to the recent information. On the
contrary, the more λ leans towards 1, the more atten-
tion decision makers pay to the previous information. And
λ = 0.5 indicates that decision makers attach equal impor-
tance to information under each single time. And the time-

degree λ is defined as λ =
p∑

k=1

p−k
p−1ωk .

Then the time weighting vector W = {ω1, ω2, . . . , ωp}
T

is obtained by solving the following nonlinear programming
problem based on the given time-degree λ.

max I = −
p∑

k=1

ωk lnωk

λ =

p∑
k=1

p− k
p− 1

ωk

p∑
k=1

ωk = 1, ωk ∈ [0, 1]

k = 1, 2, . . . , p

III. DYNAMIC PARACONSISTENT SOFT SETS
A. CONCEPT OF DYNAMIC PARACONSISTENT SOFT SET
In this part, we introduce the concept of dynamic paraconsis-
tent soft set and give an example.

In order to address the issues which involve both dynamic
incomplete and inconsistent information, we propose the con-
cept of dynamic paraconsistent soft set. Let (F,P) be a soft
set over U and P be a family of parameter set, and F be
a mapping defined by F : P → P(U ). Considering that
T = {t1, t2, . . . , tn} is a time set, if (F,P)t satisfies the
following conditions, we call (F,P)t a single time dynamic
paraconsistent soft set.

(i) ε =
{
ε+, ε−, ε⊥, εT

}
, ε ∈ P.

(ii) ∪ε∗∈ε∈PFti (ε) = U , ti ∈ T .
(iii) For any two cell parameters εi, εj ∈ ε, εi 6= εj,Fti (ε

i)∩
Fti (ε

j) = φ, ti ∈ T .
Further, we call (F,P)tmtn a compound time dynamic para-

consistent soft set, where tmtn(tm, tn ∈ T ) is said to be a
compound time.
Example 1: Suppose that the domain U = {u1, u2, u3, u4,

u5, u6} is a set of six small and micro enterprises under
the time set T = {t1, t2}, P = {e1, e2, e3} is a family of
parameters set, where e1, e2, e3 represent the capacity of
production and operation, profit and applied innovation.

In this case, we define the single time dynamic paracon-
sistent soft set (F,P)t to describe the capability of small and
micro enterprises. The mapping of (F,P)t is as follows:

Ft1 (e
+

1 ) = {u1, u2} , Ft1 (e
−

1 ) = {u4} ,

Ft1 (e
⊥

1 ) = {u3, u5} ,Ft1 (e
T
1 ) = {u6};

Ft2 (e
+

1 ) = {u2} , Ft2 (e
−

1 ) = {u3, u4} , Ft2 (e
⊥

1 ) = {u1, u6} ,

Ft2 (e
T
1 ) = {u5};

Ft1 (e
+

2 ) = {u1} , Ft1 (e
−

2 ) = {u6} ,

Ft1 (e
⊥

2 ) = {u3} ,Ft1 (e
T
2 ) = {u2, u4, u5} ;

Ft2 (e
+

2 ) = {u4} , Ft2 (e
−

2 ) = {u5, u6} , Ft2 (e
⊥

2 ) = {u1} ,

Ft2 (e
T
2 ) = {u2, u3} ;

Ft1 (e
+

3 ) = {u1} , Ft1 (e
−

3 ) = {u3} , Ft1 (e
⊥

3 ) = {u2, u5} ,

Ft1 (e
T
3 ) = {u6} ;

Ft2 (e
+

3 ) = {u1, u3} , Ft2 (e
−

3 ) = {u2, u4, u6} ,

Ft2 (e
⊥

3 ) = {u5} ,Ft2 (e
T
3 ) = {u3} .

(F, {e1, e2})t is a single time dynamic paraconsistent
soft set, whereas (F, {e1, e3})t and (F, {e2, e3})t are not
single time dynamic paraconsistent soft sets. Further,
Ft1 (e

+

1 ) = {u1, u2} approximately means that u1, u2 have
a good capacity of production and operation in t1, and
Ft1 (e

−

1 ) = {u4} approximately indicates that the production
and operation capacity of u4 is poor in t1. Ft1 (e

⊥

1 ) = {u3, u5}
approximately represents that u3, u5 lack in relevant infor-
mation on the capacity of production and operation in t1.
Ft1 (e

T
1 ) = {u6} approximately shows that there are contra-

dictions in the production and operation capacity information
of u6 in t1, which may be caused by the multiple sources of
information.

The single time dynamic paraconsistent soft set
(F, {e1, e2})t can be shown as Table 1.

TABLE 1. Tabular representation of (F , {e1,e2})t .

B. SOME BASIC OPERATIONS OF DYNAMIC
PARACONSISTENT SOFT SETS
Some basic operations and examples of dynamic paraconsis-
tent soft sets can be defined as follows:
Definition 1: Let (F,P)t and (G,Q)t be two single time

dynamic paraconsistent soft sets over U under time set
T = {t1, t2, . . . , tn}. (F,P)t is said to be a single time
dynamic paraconsistent soft subset of (G,Q)t , if P ⊆ Q and
for ∀ti ∈ T , ε∗ ∈ ε ∈ P,Fti (ε

∗) andGti (ε
∗) are approximately

equal. We denote it as (F,P)t⊆̃(G,Q)t .
Similarly, if (G,Q)t is a single time dynamic paracon-

sistent soft subset of (F,P)t , we call (F,P)t a single time
dynamic paraconsistent soft superset of (G,Q)t and denote it
as (F,P)t⊇̃(G,Q)t .
Definition 2: For two single time dynamic paraconsistent

soft sets (F,P)t and (G,Q)t over U under the time set
T = {t1, t2, . . . , tn}, if (F,P)t is a single time dynamic
paraconsistent soft subset of (G,Q)t and (G,Q)t is a single
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time dynamic paraconsistent soft subset of (F,P)t , we call
that (F,P)t and (G,Q)t are equal.
Example 2: Suppose that (F,P)t and (G,Q)t are

two single time dynamic paraconsistent soft sets over
U = {u1, u2, u3, u4, u5, u6} under the time set T = {t1, t2},
and P, Q be the parameter sets represented by P = {e1},
Q = {e1, e2}.
Obviously, P ⊆ Q.

Ft1 (e
+

1 ) = {u1, u2} , Ft1 (e
−

1 ) = {u4} , Ft1 (e
⊥

1 ) = {u3, u5} ,

Ft1 (e
T
1 ) = {u6};

Ft2 (e
+

1 ) = {u2} , Ft2 (e
−

1 ) = {u3, u4} , Ft2 (e
⊥

1 ) = {u1, u6} ,

Ft2 (e
T
1 ) = {u5};

Gt1 (e
+

1 ) = {u1, u2} , Gt1 (e
−

1 ) = {u4} , Gt1 (e
⊥

1 ) = {u3, u5} ,

Gt1 (e
T
1 ) = {u6};

Gt2 (e
+

1 ) = {u2} , Gt2 (e
−

1 ) = {u3, u4} ,

Gt2 (e
⊥

1 ) = {u1, u6} ,Gt2 (e
T
1 ) = {u5};

Gt1 (e
+

2 ) = {u3, u5} , Gt1 (e
−

2 ) = {u2} ,

Gt1 (e
⊥

2 ) = {u1} ,Gt1 (e
T
2 ) = {u4, u6} ;

Gt2 (e
+

2 ) = {u4} , Gt2 (e
−

2 ) = {u5, u6} ,

Gt2 (e
⊥

2 ) = {u2, u3} ,Gt2 (e
T
2 ) = {u1} .

Therefore, (F,P)t⊆̃(G,Q)t .
Definition 3: The complement of single time dynamic

paraconsistent soft set (F,P)t is represented as (F,P)ct and
is defined by (F,P)ct = (Fct , eP), where F

c
t :eP → P(U ) is

a mapping given by Fct (ε
∗) = Ft (¬ε∗) for ∀ti ∈ T ,∀ε∗ ∈

ε ∈ P.
We call Fct the single time dynamic paraconsistent soft

complement function of Ft . Obviously, (Fct )
c
= Ft and

((F,P)ct )
c
= (F,P)t .

Example 3: For Example 1, the complement of single time
dynamic paraconsistent soft set (F, {e1, e2})t is shown as
follows:

Fct1 (e
+

1 ) = {u4} , F
c
t1 (e
−

1 ) = {u1, u2} , F
c
t1 (e
⊥

1 ) = {u3, u5} ,

Fct1 (e
T
1 ) = {u6};

Fct2 (e
+

1 ) = {u3, u4} , F
c
t2 (e
−

1 ) = {u2} , F
c
t2 (e
⊥

1 ) = {u1, u6} ,

Fct2 (e
T
1 ) = {u5};

Fct1 (e
+

2 ) = {u6} , F
c
t1 (e
−

2 ) = {u1} , F
c
t1 (e
⊥

2 ) = {u3} ,

Fct1 (e
T
2 ) = {u2, u4, u5} ;

Fct2 (e
+

2 ) = {u5, u6} , F
c
t2 (e
−

2 ) = {u4} , F
c
t2 (e
⊥

2 ) = {u1} ,

Fct2 (e
T
2 ) = {u2, u3} .

Definition 4: Let (F,P)t and (G,Q)t be two single time
dynamic paraconsistent soft sets over U under the time set
T = {t1, t2, . . . , tn}. ‘‘(F,P)t AND (G,Q)t ’’ is represented
by (F,P)t ∧ (G,Q)t and is defined as (F,P)tm ∧ (G,Q)tn =
(Htmtn ,P × Q), where Htmtn (α

i, β j) = Ftm (α
i) ∩ Gtn (β

j), for
∀(αi, β j) ∈ (α, β) ∈ P× Q, (i, j ∈ {+,−,⊥,T}).
Example 4: Suppose that (F,P)t and (G,Q)t are

two single time dynamic paraconsistent soft sets over

U = {u1, u2, u3, u4, u5, u6} under the time set T = {t1, t2},
and the parameter sets P and Q are represented as
P = {e1, e2}, Q = {e1, e3}. Let

Ft1 (e
+

1 ) = {u1, u2} , Ft1 (e
−

1 ) = {u4} , Ft1 (e
⊥

1 ) = {u3, u5} ,

Ft1 (e
T
1 ) = {u6};

Ft2 (e
+

1 ) = {u2} , Ft2 (e
−

1 ) = {u3, u4} , Ft2 (e
⊥

1 ) = {u1, u6} ,

Ft2 (e
T
1 ) = {u5};

Ft1 (e
+

2 ) = {u1} , Ft1 (e
−

2 ) = {u6} , Ft1 (e
⊥

2 ) = {u3} ,

Ft1 (e
T
2 ) = {u2, u4, u5} ;

Ft2 (e
+

2 ) = {u4} , Ft2 (e
−

2 ) = {u5, u6} , Ft2 (e
⊥

2 ) = {u1} ,

Ft2 (e
T
2 ) = {u2, u3} .

And Gt1 (e
+

1 ) = {u1} , Gt1 (e
−

1 ) = {u3} , Gt1 (e
⊥

1 ) =
{u2, u5} ,Gt1 (e

T
1 ) = {u4,u6};

Gt2 (e
+

1 ) = {u5, u6} , Gt2 (e
−

1 ) = {u1} ,

Gt2 (e
⊥

1 ) = {u3, u4} ,Gt2 (e
T
1 ) = {u2};

Gt1 (e
+

3 ) = {u3, u5} , Gt1 (e
−

3 ) = {u2} ,

Gt1 (e
⊥

3 ) = {u1} ,Gt1 (e
T
3 ) = {u4, u6} ;

Gt2 (e
+

3 ) = {u4} , Gt2 (e
−

3 ) = {u5, u6} ,

Gt2 (e
⊥

3 ) = {u2, u3} ,Gt2 (e
T
3 ) = {u1} .

The AND operation betweenFt1 (e1) andGt2 (e3) is denoted
by Ft1 (e1) ∧ Gt2 (e3), and it can be obtained as follows:

Ht1t2 (e
+

1 , e
+

3 ) = φ, Ht1t2 (e
+

1 , e
−

3 ) = φ,

Ht1t2 (e
+

1 , e
⊥

3 ) = {u2},Ht1t2 (e
+

1 , e
T
3 ) = {u1};

Ht1t2 (e
−

1 , e
+

3 ) = {u4}, Ht1t2 (e
−

1 , e
−

3 ) = φ,

Ht1t2 (e
−

1 , e
⊥

3 ) = φ,Ht1t2 (e
−

1 , e
T
3 )=φ; Ht1t2 (e

⊥

1 , e
+

3 )=φ,

Ht1t2 (e
⊥

1 , e
−

3 ) = {u5}, Ht1t2 (e
⊥

1 , e
⊥

3 )={u3},

Ht1t2 (e
⊥

1 , e
T
3 ) = φ;

Ht1t2 (e
T
1 , e
+

3 ) = φ, Ht1t2 (e
T
1 , e
−

3 )={u6}, Ht1t2 (e
T
1 , e
⊥

3 )=φ,

Ht1t2 (e
T
1 , e

T
3 ) = φ.

Definition 5: Let (F,P)t and (G,Q)t be two single time
dynamic paraconsistent soft sets over U under the time set
T = {t1, t2, . . . , tn}. The restricted intersection of (F,P)t
and (G,Q)t is represented by (F,P)t ∩̃S(G,Q)t and is defined
as (F,P)tm∩̃S(G,Q)tn = (Htmtn ,Y ) where Y = P ∩ Q. For
∀ε∗ ∈ ε ∈ Y , Htmtn (ε

∗) is given by

Htmtn (ε
+) = Ftm (ε

+) ∩ Gtn (ε
+);

Htmtn (ε
−) =

(
Ftm (ε

−) ∩ Gtn (ε
−)
)
∪
(
Ftm (ε

+) ∩ Gtn (ε
−)
)

∪
(
Ftm (ε

−) ∩ Gtn (ε
+)
)
∪

(
Ftm (ε

⊥) ∩ Gtn (ε
−)
)

∪

(
Ftm (ε

−) ∩ Gtn (ε
⊥)
)
∪

(
Ftm (ε

T) ∩ Gtn (ε
−)
)

∪

(
Ftm (ε

−) ∩ Gtn (ε
T)
)
∪

(
Ftm (ε

⊥) ∩ Gtn (ε
T)
)

∪

(
Ftm (ε

T) ∩ Gtn (ε
⊥)
)
;

Htmtn (ε
⊥) =

(
Ftm (ε

+) ∩ Gtn (ε
⊥)
)
∪

(
Ftm (ε

⊥) ∩ Gtn (ε
+)
)

∪

(
Ftm (ε

⊥) ∩ Gtn (ε
⊥)
)
;
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Htmtn (ε
T) =

(
Ftm (ε

+) ∩ Gtn (ε
T)
)
∪

(
Ftm (ε

T) ∩ Gtn (ε
+)
)

∪

(
Ftm (ε

T) ∩ Gtn (ε
T)
)
.

Example 5:Weperform restricted intersection operation on
(F,P)t and (G,Q)t in Example 4, and the results are shown
as follows:

Ht1t1 (e
+

1 ) = Ft1 (e
+

1 ) ∩ Gt1 (e
+

1 ) = {u1};

Ht1t2 (e
+

1 ) = φ;Ht2t1 (e
+

1 ) = φ;Ht2t2 (e
+

1 ) = φ.

Ht1t1 (e
−

1 ) =
(
Ft1 (e

−

1 ) ∩ Gt1 (e
−

1 )
)
∪
(
Ft1 (e

+

1 ) ∩ Gt1 (e
−

1 )
)

∪
(
Ft1 (e

−

1 ) ∩ Gt1 (e
+

1 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
−

1 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

−

1 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
T
1 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

⊥

1 )
)
= {u3, u4};

Ht1t2 (e
−

1 ) = {u1, u4};Ht2t1 (e
−

1 ) = {u3, u4, u5, u6};

Ht2t2 (e
−

1 ) = {u1, u3, u4}.

Ht1t1 (e
⊥

1 ) =
(
Ft1 (e

+

1 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
+

1 )
)

∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
⊥

1 )
)
= {u2, u5};

Ht1t2 (e
⊥

1 ) = {u3, u5};Ht2t1 (e
⊥

1 ) = {u1, u2};Ht2t2 (e
⊥

1 ) = {u6}.

Ht1t1 (e
T
1 ) =

(
Ft1 (e

+

1 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

+

1 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

T
1 )
)
= {u6};

Ht1t2 (e
T
1 ) = {u2, u6};Ht2t1 (e

T
1 ) = φ;Ht2t2 (e

T
1 ) = {u2, u5}.

Definition 6: Let (F,P)t and (G,Q)t be two single time
dynamic paraconsistent soft sets over U under the time set
T = {t1, t2, . . . , tn}. The relaxed intersection of (F,P)t and
(G,Q)t is represented by (F,P)tm∩̃L (G,Q)tn and is defined
as (F,P)tm∩̃L (G,Q)tn = (Htmtn ,Y ) where Y = P ∩ Q. For
∀ε∗ ∈ ε ∈ Y , Htmtn (ε

∗) is given by

Htmtn (ε
+) =

(
Ftm (ε

+) ∩ Gtn (ε
+)
)
∪
(
Ftm (ε

+) ∩ Gtn (ε
−)
)

∪
(
Ftm (ε

−) ∩ Gtn (ε
+)
)
∪

(
Ftm (ε

+) ∩ Gtn (ε
⊥)
)

∪

(
Ftm (ε

⊥) ∩ Gtn (ε
+)
)
∪

(
Ftm (ε

+) ∩ Gtn (ε
T)
)

∪

(
Ftm (ε

T) ∩ Gtn (ε
+)
)
∪

(
Ftm (ε

⊥) ∩ Gtn (ε
T)
)

∪

(
Ftm (ε

T) ∩ Gtn (ε
⊥)
)
;

Htmtn (ε
−) =

(
Ftm (ε

−) ∩ Gtn (ε
−)
)
;

Htmtn (ε
⊥) =

(
Ftm (ε

⊥) ∩ Gtn (ε
⊥)
)
∪

(
Ftm (ε

⊥) ∩ Gtn (ε
−)
)

∪

(
Ftm (ε

−) ∩ Gtn (ε
⊥)
)
;

Htmtn (ε
T) =

(
Ftm (ε

T) ∩ Gtn (ε
T)
)
∪

(
Ftm (ε

T) ∩ Gtn (ε
−)
)

∪

(
Ftm (ε

−) ∩ Gtn (ε
T)
)
.

Example 6: We perform relaxed intersection operation
on (F,P)t and (G,Q)t in Example 4, and the results are

presented as follows:

Ht1t1 (e
+

1 ) =
(
Ft1 (e

+

1 ) ∩ Gt1 (e
+

1 )
)
∪
(
Ft1 (e

+

1 ) ∩ Gt1 (e
−

1 )
)

∪
(
Ft1 (e

−

1 ) ∩ Gt1 (e
+

1 )
)
∪

(
Ft1 (e

+

1 ) ∩ Gt1 (e
⊥

1 )
)

∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
+

1 )
)
∪

(
Ft1 (e

+

1 ) ∩ Gt1 (e
T
1 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

+

1 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
T
1 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

⊥

1 )
)
= {u1, u2};

Ht1t2 (e
+

1 ) = {u1, u2, u5, u6}; Ht2t1 (e
+

1 ) = {u1, u2, u5, u6};

Ht2t2 (e
+

1 ) = {u2, u5, u6}.

Ht1t1 (e
−

1 ) =
(
Ft1 (e

−

1 ) ∩ Gt1 (e
−

1 )
)
= φ; Ht1t2 (e

−

1 ) = φ;

Ht2t1 (e
−

1 ) = {u3};Ht2t2 (e
−

1 ) = φ.

Ht1t1 (e
⊥

1 ) =
(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
−

1 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
⊥

1 )
)
= {u3, u5};

Ht1t2 (e
⊥

1 ) = {u3, u4}; Ht2t1 (e
⊥

1 ) = φ;

Ht2t2 (e
⊥

1 ) = {u1, u3, u4}.Ht1t1 (e
T
1 ) =

(
Ft1 (e

T
1 ) ∩ Gt1 (e

T
1 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

−

1 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
T
1 )
)
= {u4, u6};

Ht1t2 (e
⊥

1 ) = φ; Ht2t1 (e
⊥

1 ) = {u4}; Ht2t2 (e
⊥

1 ) = φ.

Definition 7: Let (F,P)t and (G,Q)t be two single time
dynamic paraconsistent soft sets over U under the time
set T = {t1, t2, . . . , tn}. The restricted cross of (F,P)t
and (G,Q)t is represented by (F,P)tm ∼S (G,Q)tn and
is defined as (F,P)tm ∼S (G,Q)tn = (Ctmtn ,R) where
R = ∪εi∈P,εj∈Q,εm∈P∩Q{εmj, εim; εmj = {εm, εj}, εim =
{εi, εm};m 6= i;m 6= j}. For ∀ε∗ij ∈ εij ∈ R, Ctmtn (ε

∗
ij) is

given by

Ctmtn (ε
+

ij ) = Ftm (ε
+

i ) ∩ Gtn (ε
+

j );

Ctmtn (ε
−

ij ) =
(
Ftm (ε

−

i ) ∩ Gtn (ε
−

j )
)
∪

(
Ftm (ε

+

i ) ∩ Gtn (ε
−

j )
)

∪

(
Ftm (ε

−

i ) ∩ Gtn (ε
+

j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

−

j )
)

∪

(
Ftm (ε

−

i ) ∩ Gtn (ε
⊥
j )
)
∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

−

j )
)

∪

(
Ftm (ε

−

i ) ∩ Gtn (ε
T
j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

T
j )
)

∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

⊥
j )
)
;

Ctmtn (ε
⊥
ij ) =

(
Ftm (ε

+

i ) ∩ Gtn (ε
⊥
j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

+

j )
)

∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

⊥
j )
)
;

Ctmtn (ε
T
ij ) =

(
Ftm (ε

+

i ) ∩ Gtn (ε
T
j )
)
∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

+

j )
)

∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

T
j )
)
.

Example 7: We perform restricted cross operation on
(F,P)t and (G,Q)t in Example 4, and the results are com-
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puted as follows:

Ct1t1 (e
+

13) = Ft1 (e
+

1 ) ∩ Gt1 (e
+

3 ) = φ; Ct1t2 (e
+

13) = φ;

Ct2t1 (e
+

13) = φ;Ct2t2 (e
+

13) = φ.

Ct1t1 (e
−

13) =
(
Ft1 (e

−

1 ) ∩ Gt1 (e
−

3 )
)
∪
(
Ft1 (e

+

1 ) ∩ Gt1 (e
−

3 )
)

∪
(
Ft1 (e

−

1 ) ∩ Gt1 (e
+

3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
−

3 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
⊥

3 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

−

3 )
)

∪

(
Ft1 (e

−

1 ) ∩ Gt1 (e
T
3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
T
3 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

⊥

3 )
)
= {u2, u4};

Ct1t2 (e
−

13) = {u4, u5, u6}; Ct2t1 (e
−

13) = {u2, u3, u4, u6};

Ct2t2 (e
−

13) = {u1, u3, u4, u5, u6}.

Ct1t1 (e
⊥

13) =
(
Ft1 (e

+

1 ) ∩ Gt1 (e
⊥

3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
+

3 )
)

∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
⊥

3 )
)
= {u1, u3, u5};

Ct1t2 (e
⊥

13) = {u2, u3}; Ct2t1 (e
⊥

13) = {u1}; Ct2t2 (e
⊥

13) = {u2}.

Ct1t1 (e
T
13) =

(
Ft1 (e

+

1 ) ∩ Gt1 (e
T
3 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

+

3 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

T
3 )
)
= {u6};

Ct1t2 (e
T
13) = {u1}; Ct2t1 (e

T
13) = {u5}; Ct2t2 (e

T
13) = φ.

Ct1t1 (e
+

21) = Ft1 (e
+

2 ) ∩ Gt1 (e
+

1 ) = {u1};

Ct1t2 (e
+

21) = φ;Ct2t1 (e
+

21) = φ;Ct2t2 (e
+

21) = φ.

Ct1t1 (e
−

21) =
(
Ft1 (e

−

2 ) ∩ Gt1 (e
−

1 )
)
∪
(
Ft1 (e

+

2 ) ∩ Gt1 (e
−

1 )
)

∪
(
Ft1 (e

−

2 ) ∩ Gt1 (e
+

1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
−

1 )
)

∪

(
Ft1 (e

−

2 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

−

1 )
)

∪

(
Ft1 (e

−

2 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
T
1 )
)

∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

⊥

1 )
)
= {u2, u3, u5, u6};

Ct1t2 (e
−

21) = {u1, u4, u6}; Ct2t1 (e
−

21) = {u2, u3, u5, u6};

Ct2t2 (e
−

21) = {u1, u3, u5, u6}.

Ct1t1 (e
⊥

21) =
(
Ft1 (e

+

2 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
+

1 )
)

∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
⊥

1 )
)
= φ;

Ct1t2 (e
⊥

21) = {u3}; Ct2t1 (e
⊥

21) = {u1}; Ct2t2 (e
⊥

21) = {u4}.

Ct1t1 (e
T
21) =

(
Ft1 (e

+

2 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

+

1 )
)

∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

T
1 )
)
= {u4};

Ct1t2 (e
T
21) = {u2, u5}; Ct2t1 (e

T
21) = {u4}; Ct2t2 (e

T
21) = {u2}.

Definition 8: For two single time dynamic paraconsis-
tent soft sets (F,P)t and (G,Q)t over U under the time
set T = {t1, t2, . . . , tn}, the relaxed cross of (F,P)t and
(G,Q)t is represented by (F,P)tm ∼L (G,Q)tn and is
defined as (F,P)tm ∼L (G,Q)tn = (Ctmtn ,R) where
R = ∪εi∈P,εj∈Q,εm∈P∩Q{εmj, εim:εmj = {εm, εj}, εim =

{εi, εm};m 6= i;m 6= j}. For ∀ε∗ij ∈ εij ∈ R, Ctmtn (ε
∗
ij) is

given by

Ctmtn (ε
+

ij ) =
(
Ftm (ε

+

i ) ∩ Gtn (ε
+

j )
)
∪

(
Ftm (ε

+

i ) ∩ Gtn (ε
−

j )
)

∪

(
Ftm (ε

−

i ) ∩ Gtn (ε
+

j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

+

j )
)

∪

(
Ftm (ε

+

i ) ∩ Gtn (ε
⊥
j )
)
∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

+

j )
)

∪

(
Ftm (ε

+

i ) ∩ Gtn (ε
T
j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

T
j )
)

∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

⊥
j )
)
;

Ctmtn (ε
−

ij ) = Ftm (ε
−

i ) ∩ Gtn (ε
−

j );

Ctmtn (ε
⊥
ij ) =

(
Ftm (ε

−

i ) ∩ Gtn (ε
⊥
j )
)
∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

−

j )
)

∪

(
Ftm (ε

⊥
i ) ∩ Gtn (ε

⊥
j )
)
;

Ctmtn (ε
T
ij ) =

(
Ftm (ε

−

i ) ∩ Gtn (ε
T
j )
)
∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

−

j )
)

∪

(
Ftm (ε

T
i ) ∩ Gtn (ε

T
j )
)
.

Example 8:We perform relaxed cross operation on (F,P)t
and (G,Q)t in Example 4, and the results are obtained as
follows:

Ct1t1 (e
+

13) =
(
Ft1 (e

+

1 ) ∩ Gt1 (e
+

3 )
)
∪
(
Ft1 (e

+

1 ) ∩ Gt1 (e
−

3 )
)

∪
(
Ft1 (e

−

1 ) ∩ Gt1 (e
+

3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
+

3 )
)

∪

(
Ft1 (e

+

1 ) ∩ Gt1 (e
⊥

3 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

+

3 )
)

∪

(
Ft1 (e

+

1 ) ∩ Gt1 (e
T
3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
T
3 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

⊥

3 )
)
= {u1, u2, u3, u5};

Ct1t2 (e
+

13) = {u1, u2, u4}; Ct2t1 (e
+

13) = {u2, u3, u5, u6};

Ct2t2 (e
+

13) = {u1, u2, u4}.

Ct1t1 (e
−

13) = Ft1 (e
−

1 ) ∩ Gt1 (e
−

3 ) = φ;Ct1t2 (e
−

13) = φ;

Ct2t1 (e
−

13) = φ;Ct2t2 (e
−

13) = φ.

Ct1t1 (e
⊥

13) =
(
Ft1 (e

−

1 ) ∩ Gt1 (e
⊥

3 )
)
∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
−

3 )
)

∪

(
Ft1 (e

⊥

1 ) ∩ Gt1 (e
⊥

3 )
)
= φ;

Ct1t2 (e
⊥

13) = {u3, u5}; Ct2t1 (e
⊥

13) = {u1};

Ct2t2 (e
⊥

13) = {u3, u6}.

Ct1t1 (e
T
13) =

(
Ft1 (e

−

1 ) ∩ Gt1 (e
T
3 )
)
∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

−

3 )
)

∪

(
Ft1 (e

T
1 ) ∩ Gt1 (e

T
3 )
)
= {u4, u6};

Ct1t2 (e
T
13) = {u6}; Ct2t1 (e

T
13) = {u4};

Ct2t2 (e
T
13) = {u5}.

Ct1t1 (e
+

21) =
(
Ft1 (e

+

2 ) ∩ Gt1 (e
+

1 )
)
∪
(
Ft1 (e

+

2 ) ∩ Gt1 (e
−

1 )
)

∪
(
Ft1 (e

−

2 ) ∩ Gt1 (e
+

1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
+

1 )
)

∪

(
Ft1 (e

+

2 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

+

1 )
)

∪

(
Ft1 (e

+

2 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
T
1 )
)

∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

⊥

1 )
)
= {u1, u2, u5};
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Ct1t2 (e
+

21) = {u1, u4, u5, u6}; Ct2t1 (e
+

21) = {u1, u2, u4};

Ct2t2 (e
+

21) = {u3, u4, u5, u6}.

Ct1t1 (e
−

21) = Ft1 (e
−

2 ) ∩ Gt1 (e
−

1 ) = φ;Ct1t2 (e
−

21) = φ;

Ct2t1 (e
−

21) = φ;Ct2t2 (e
−

21) = φ.

Ct1t1 (e
⊥

21) =
(
Ft1 (e

−

2 ) ∩ Gt1 (e
⊥

1 )
)
∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
−

1 )
)

∪

(
Ft1 (e

⊥

2 ) ∩ Gt1 (e
⊥

1 )
)
= {u3};

Ct1t2 (e
⊥

21) = {u3}; Ct2t1 (e
⊥

13) = {u5}; Ct2t2 (e
⊥

13) = {u1}.

Ct1t1 (e
T
21) =

(
Ft1 (e

−

2 ) ∩ Gt1 (e
T
1 )
)
∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

−

1 )
)

∪

(
Ft1 (e

T
2 ) ∩ Gt1 (e

T
1 )
)
= {u4, u6};

Ct1t2 (e
T
21) = {u2}; Ct2t1 (e

T
21) = {u3, u6}; Ct2t2 (e

T
21) = {u2}.

IV. DYNAMIC PARACONSISTENT SOFT
DECISION SYSTEM
In this section, we propose a dynamic paraconsistent soft
decision system and give a decision making algorithm.

A. DYNAMIC PARACONSISTENT SOFT DECISION SYSTEM
AND RELATED DEFINITIONS
Let (Htmtn ,Y ) and (Ctmtn ,R) be the intersection and cross
of two single time dynamic paraconsistent soft sets (F,P)tm
and (G,Q)tn , respectively. Assuming that n+ and n− respec-
tively represent the number of elements which belongs to
Ctmtn (ε

+

ij ) and Ctmtn (ε
−

ij ) in U , and the dynamic paracon-
sistent soft decision system is defined as (Hd

tmtn ,Y ) where
T = {t1, t2, . . . , tn}. For ∀ε∗ ∈ ε ∈ Y , the dynamic paracon-
sistent soft decision rules under incomplete and inconsistent
information are shown as follows:

If u ∈ Htmtn (ε
+), then u ∈ Hd

tmtn (ε
+);

If u ∈ Htmtn (ε
−), then u ∈ Hd

tmtn (ε
−);

If n+ > n−, u ∈ Htmtn (ε
⊥)∪Htmtn (ε

T), then u ∈ Hd
tmtn (ε

+);
If n+ < n−, u ∈ Htmtn (ε

⊥)∪Htmtn (ε
T), then u ∈ Hd

tmtn (ε
−);

If n+ = n−, u ∈ Htmtn (ε
⊥), then u ∈ Hd

tm tn (ε
⊥);

If n+ = n−, u ∈ Htmtn (ε
T), then u ∈ Hd

tmtn (ε
T).

If (Htmtn ,Y ) and (Ctmtn ,R) are restricted intersection and
restricted cross of two single time dynamic paraconsistent
soft sets (F,P)tm and (G,Q)tn , we call (H

d
tmtn ,Y ) a restricted

dynamic paraconsistent soft decision system, denoted as
(Hd

tmtn ,Y )S. And decision based on restricted dynamic para-
consistent soft decision system is called restricted decision.

If (Htmtn ,Y ) and (Ctmtn ,R) are relaxed intersection and
relaxed cross of two single time dynamic paraconsistent
soft sets (F,P)tm and (G,Q)tn , we call (Hd

tmtn ,Y ) a relaxed
dynamic paraconsistent soft decision system, defined by
(Hd

tmtn ,Y )L . And decision based on relaxed dynamic para-
consistent soft decision system is called relaxed decision.

In addition, we define compound time choice value, com-
pound time decision value, compound time weighting vector
and final decision value as shown below and apply them to
decision problems.
Definition 9: (Hd

tmtn ,Y ) is a dynamic paraconsistent soft
decision system, and (Ctmtn ,R) is the intersection of (F,P)tm

and (G,Q)tn . Suppose that n+, n−, n⊥ and nT represent
the number of elements belongs to Ctmtn (ε

+

ij ), Ctmtn (ε
−

ij ),
Ctmtn (ε

⊥
ij ) and Ctmtn (ε

T
ij ) in U . The choice values of elements

up and εq ∈ P ∩ Q in U are defined as follows:

cpqtmtn =



n+
n+ + n− + n⊥ + nT

, up ∈ Hd
tmtn (ε

+
q )

n−
n+ + n− + n⊥ + nT

× (−1), up ∈ Hd
tmtn (ε

+
q )

0, up ∈ Hd
tmtn (ε

⊥
q )

∪Hd
tmtn (ε

T
q )

Definition 10: (Hd
tmtn ,Y ) is a dynamic paraconsistent soft

decision system, and the decision value of compound time
of the element up in U is defined as dptmtn =

∑
q
cpqtmtn , where

εq = P ∩ Q.
Considering that recent information is more important than

previous information in decision making, we propose com-
pound time weighting vector based on the time weighting
vector [34].
Definition 11: For the time set T = {t1, t2, . . . , tm, tn,

. . . , tp},there are p2 compound time tmtn to compose
T c = {tc1, . . . , t

c
k , . . . , t

c
p2
}(tck = tmtn,m ∈ [1, p], n ∈ [1, p]).

Then, we construct the compound time weighting vector
W = {ω1, ω2, . . . , ωp2}

T. The entropy of compound time

is defined as I = −
p2∑
k=1

ωk lnωk , and the time-degree is

presented as λ =
p2∑
k=1

p2−k
p2−1

ωk .

Suppose that the weights of the compound times tmtn and
tl tr are ωi, ωj. If m + n > l + r , then ωi > ωj; and if
m+ n = l + r , then ωi = ωj.
Given a time-degree λ, we can obtain the compound time

weighting vectorW = {ω1, ω2, . . . , ωp2}
T by addressing the

nonlinear programming issue as follows:

max I = −
p2∑
k=1

ωk lnωk

λ =
p2∑
k=1

p2−k
p2−1

ωk

p2∑
k=1

ωk = 1, ωk ∈ [0, 1]

ωi = ωj,m+ n = l + r
k = 1, 2, . . . , p2

Definition 12: (Hd
tmtn ,Y ) is a dynamic paraconsistent soft

decision system. The final decision value of the element up in
U is defined as dp =

∑
ωid

p
tmtn ,where ωi indicates the weight

of the element up under the compound time tmtn.
Based on the comparison of the final decision value with

0, the decision makers can decide whether to choose or elim-
inate an object. If dp > 0, then the object will be considered
excellent and supposed to be chosen. And the set of these
excellent objects is called the chosen set and is expressed
by S. If dp < 0, then the object will be considered inferior
and supposed to be deleted. The collection of these inferior
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FIGURE 1. The flowchart of the complete decision making model.

objects is called the eliminated set and is represented by E .
Note that for restricted decision, dp = 0 indicates that the
objects will be eliminated, and for relaxed decision, dp = 0
indicates that the objects will be chosen.

B. DECISION MAKING METHOD OF DYNAMIC
PARACONSISTENT SOFT SETS
Next, we propose a dynamic paraconsistent soft set deci-
sion making method by the following algorithm, and draw
a flowchart of the complete decision making model as shown
in Figure 1.

Algorithm.
Step 1: Select the subsets of feasible parameter sets with

respect to practical problems.
Step 2: Establish dynamic paraconsistent soft sets for each

set of parameters under time set.
Step 3: Perform restricted intersection operation, relaxed

intersection operation, restricted cross operation and relaxed

cross operation on dynamic paraconsistent soft sets estab-
lished above, based on Definitions 3.5-3.8.

Step 4: Construct a restricted dynamic paraconsistent soft
decision system and a relaxed dynamic paraconsistent soft
decision system.

Step 5: Compute the choice values and decision values at
each compound time for the restricted and relaxed dynamic
paraconsistent soft decision system by Definitions 4.1 and
4.2 respectively.

Step 6: Calculate the compound time weighting vector
through Definition 11, based on the time-degree λ suggested
by relevant experts.

Step 7: Obtain the final decision value by Definition 12.
Step 8: Determine the chosen set SS and SL , and elimi-

nated set ES and EL of the restricted and relaxed dynamic
paraconsistent soft decision system, respectively.

Note that if a more subdivided information classification
is needed to support complex decision making, then we can
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TABLE 2. Tabular representation of (F ,P)t1 and (G,Q)t1 .

TABLE 3. Tabular representation of (F ,P)t2 and (G,Q)t2 .

calculate the optimal chosen set Sbest , the suboptimal chosen
set Smedium, and the worst eliminated set Elow. Among them,
Sbest = SS ∩ SL represents the set of optimal objects,
Smedium = SL ∩ ES indicates suboptimal objects set and
Slow = ES ∩ EL consists of the set of the eliminated objects.

V. AN APPLICATION OF THE PROPOSED ALGORITHM
In this sectionwe give an illustrative example of a loan prob-
lem to demonstrate the application of the proposed method,
and the corresponding sensitivity analysis is also performed.
Moreover, the existing method in [32] is also employed for a
comparative analysis to prove the feasibility and superiority
of the proposed method.

A. EXAMPLE ANALYSIS
A financial institution needs to select one of six small and
micro enterprises to issue loans based on seven parameters.
Suppose that U = {u1, u2, u3, u4, u5, u6} is the enterprises
set, and E = {e1, e2, e3, e4, e5, e6, e7} is the set of parame-
ters. The parameters e1, e2, e3, e4, e5, e6, e7 represent ‘‘pro-
duction and operation capacity’’, ‘‘profit capacity’’, ‘‘applied
innovation capacity’’, ‘‘loan repayment capacity’’, ‘‘enter-
prise strategic partnership’’, ‘‘manager credit’’ and ‘‘enter-
prise development potential’’, respectively. The parameter
information is collected from two sources: the enterprises
themselves and third-party rating agencies.

And the two sources both include incomplete and inconsis-
tent information, due to information loss and the difference
in collection time. Meanwhile, considering the dynamicity of
information, it is necessary to employ dynamic paraconsistent
soft decision making system to make decisions. Assume that

TABLE 4. Tabular representation of (F ,P)t1 ∩̃S(G,Q)t1 and
(F ,P)t1 ∩̃L (G,Q)t1 .

we consider the information under the time set T = {t1, t2},
where t1, t2 approximately represent the previous information
and recent information. Then, two dynamic paraconsistent
soft sets over U can be established.
Step 1: Small and micro enterprises and the third-party

rating agency consider parameters sets P = {e1, e2, e3, e4}
and Q = {e3, e4, e5, e6, e7}.
Step 2: Construct two single time dynamic paraconsistent

soft sets (F,P)t and (G,Q)t over U based on the information
obtained, as shown in Tables 2 and 3.
Step 3: Calculate the restricted intersection

(F,P)tm∩̃S(G,Q)tn and relaxed intersection (F,P)tm∩̃L
(G,Q)tn as shown in Tables 4-7, and the restricted cross
(F,P)tm ∼S (G,Q)tn and the relaxed cross (F,P)tm ∼L
(G,Q)tn as shown in Tables 8-15.
Step 4: Construct the restricted dynamic paraconsistent

soft decision system (Hd
tmtn ,Y )S and the relaxed dynamic

51540 VOLUME 8, 2020



Y. Dong et al.: Incomplete and Inconsistent Information Analysis Method Considering Time Factors: Dynamic Paraconsistent Soft Sets

TABLE 5. Tabular representation of (F ,P)t1 ∩̃S(G,Q)t2 and
(F ,P)t1 ∩̃L (G,Q)t2 .

TABLE 6. Tabular representation of (F ,P)t2 ∩̃S(G,Q)t1 and
(F ,P)t2 ∩̃L (G,Q)t1 .

TABLE 7. Tabular representation of (F ,P)t2 ∩̃S(G,Q)t2 and
(F ,P)t2 ∩̃L (G,Q)t2 .

paraconsistent soft decision system (Hd
tmtn ,Y )L , as shown

in Tables 16-23.
Step 5: Calculate the choice values cp3tmtn , c

p4
tmtn and the

decision values dptmtn of decision system (Hd
tmtn ,Y )S and

(Hd
tmtn ,Y )L , as shown in Tables 24-25.
Step 6: Determine the compound time weighting vector

based on the time-degree λ = 0.1 through Definition 11.

W = (0.01,0.09,0.09,0.81)T

Step 7: Calculate the final decision value as shown
in Table 26.
Step 8: Determine the chosen sets SS and SL , and the

eliminated sets ES and EL .
SS = {u4, u6};ES = {u1, u2, u3, u5}; SL = {u1, u2,

u4, u5, u6};EL = {u3}.
Therefore, when the market is worse, financial institu-

tions should adopt stricter standards to assess the small and

micro enterprises. The financial institution only supposed to
issue loans to u4, u6. When the market is better, financial
institutions should adopt looser standards to assess the small
and micro enterprises. Then the financial institution only
supposed to issue loans to u1, u2, u4, u5, u6.
In order to conduct more precise assessments, we further

carry out the optimal chosen set Sbest , the suboptimal chosen
set Smedium and the worst eliminated set Slow as follows.

Sbest = SS ∩ SL = {u4, u6};

Smedium = SL ∩ ES = {u1, u2, u5};

Slow = ES ∩ EL = {u3}.

Obviously, u4 and u6 are supposed to be given priority
to grant loans. u1, u2 and u5 are the suboptimal choice for
granting loans, and u3 cannot be granted loans.

B. SENSITIVITY ANALYSIS
In the proposed decision framework, there is a parameter
which may change in the dynamic environment, the time-
degree λ. The reason is that decision makers may attach
different importance degrees to the information at different
compound times in the decision making process.

In order to observe the influence of the change of the time-
degree λ on selection results and ranking results, we first cal-
culate the final decision values of the restricted decision and
the relaxed decision under different time-degrees λ, and show
the calculation results in Tables 27 and 28 and Figures 2 and
3. Finally, the ranking results under different time-degrees λ
are obtained, which are shown in Table 29.

As shown in Figures 2 and 3, either in the restricted deci-
sion or the relaxed decision, the chosen set and the eliminated
set obtained under different time-degrees λ are the same,
but the ranking results are changing with the time-degree λ
as shown in Table 29. For the restricted decision, when the
values of the time-degree λ are respectively 0, 0.1, 0.2, 0.3 and
0.4, the ranking results are roughly the same. When the value
of the time-degree λ is 0.5, the ranking result is u4 � u6 �
u2 � u1 � u5 � u3. And when the values of the time-degree
λ are respectively 0.6, 0.7, 0.8, 0.9 and 1, the ranking results
are roughly the same. And for the relaxed decision, when
the values of the time-degree λ are respectively 0, 0.1, 0.2
and 0.3, the ranking results are roughly the same. When the
values of the time-degree λ are respectively 0.4, 0.5, 0.6 and
0.7, the ranking results are the same. And when the values of
the time-degree λ are respectively 0.8, 0.9 and 1, the ranking
results are roughly the same.

From the above, we can see that either in the restricted
decision or the relaxed decision, the ranking results can be
classified into three situations based on the values of time-
degree, which are respectively approaching 0, around 0.5,
and approaching 1. As the time-degree λ is approaching 0,
it means that decision makers pay more attention to recent
information. As the time-degree λ is around 0.5, decision
makers attach the same degree of importance to the infor-
mation at each compound time. And as the time-degree λ is
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TABLE 8. Tabular representation of (F ,P)t1 ∼S (G,Q)t1 .

TABLE 9. Tabular representation of (F ,P)t1 ∼S (G,Q)t2 .

TABLE 10. Tabular representation of (F ,P)t2 ∼S (G,Q)t1 .

TABLE 11. Tabular representation of (F ,P)t2 ∼S (G,Q)t2 .

approaching 1, it means that the decision makers pay more
attention to the previous information. In summary, it can
be seen that the difference in the emphasis on previous and
recent information causes the ranking results to present three
situations at different time-degree λ.

C. COMPARATIVE ANALYSIS
A comparative analysis with the previous method is per-
formed to validate the effectiveness and superiority of the

proposed method. Considering that there are few studies
which can address issues involving both dynamic inconsis-
tencies and incompleteness, this paper compares the proposed
method with the method in [32] based on paraconsistent soft
sets which only considers a single time. For the example in
Section 4.1, since the method in [32] does not consider the
dynamicity of information, that only considers the informa-
tion under a single time, this study respectively employs the
information in t1 and t2, which approximately represent the
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TABLE 12. Tabular representation of (F ,P)t1 ∼L (G,Q)t1 .

TABLE 13. Tabular representation of (F ,P)t1 ∼L (G,Q)t2 .

TABLE 14. Tabular representation of (F ,P)t2 ∼L (G,Q)t1 .

TABLE 15. Tabular representation of (F ,P)t2 ∼L (G,Q)t2 .

previous information and recent information. Then, we com-
pare the results obtained by the method in [32] based on
the information under t1 and t2 separately and the proposed
method which considers both information under t1 and t2.
For convenience, decision based on the restricted para-

consistent soft decision system [32] is called the restricted

decision, and the decision based on the relaxed paraconsistent
soft decision system [32] is called the relaxed decision.

Based on the method in [32], we can obtain the decision
value dpS and dpL for the restricted decision and the relaxed
decision under the information of the single times t1 and t2,
as shown in Table 30. Then, we rank the six small and micro
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TABLE 16. Tabular representation of (Hd
t1t1

,Y )S.

TABLE 17. Tabular representation of (Hd
t1t2

,Y )S.

TABLE 18. Tabular representation of (Hd
t2t1

,Y )S.

TABLE 19. Tabular representation of (Hd
t2t2

,Y )S.

enterprises, based on the decision values shown in Table 30
and the final decision values in Table 26 respectively. The
ranking results are reflected in Table 31.

Next, we attempt to describe and analyze the ranking
results in Table 31. For the restricted decision, the difference
of the three ranking results is shown in the enterprises u1, u2
and u5, which are u1 � u2 = u5, u2 � u5 = u1 and

u2 � u5 � u1, respectively. For the relaxed decision,
the difference is reflected in the enterprises u1, u2, u4, u5 and
u6, which are u4 � u6 � u1 � u2 � u5, u4 = u6 = u2 �
u5 � u1 and u4 � u6 � u2 � u5 � u1, respectively.
As can be seen from Table 31, the differences between the

ranking results of the method [32] and the proposed method
is mainly reflected in two aspects, either in the restricted

51544 VOLUME 8, 2020



Y. Dong et al.: Incomplete and Inconsistent Information Analysis Method Considering Time Factors: Dynamic Paraconsistent Soft Sets

TABLE 20. Tabular representation of (Hd
t1t1

,Y )L .

TABLE 21. Tabular representation of (Hd
t1t2

,Y )L .

TABLE 22. Tabular representation of (Hd
t2t1

,Y )L .

TABLE 23. Tabular representation of (Hd
t2t2

,Y )L .

decision or the relaxed decision. On the one hand, the ranking
result obtained by the method [32] under t1 is significantly
different from the other two. However, there is not much
difference between ranking results obtained by the other two.
For the restricted decision, the difference reflects in u1 and u5,
and for the relaxed decision, the difference is shown in u2,
u4 and u6. On the other hand, compared with the proposed

method, the method in [32] under a single time cannot well
differentiate the enterprises, which is reflected in equivalence
relation under the single times t1 and t2. For the restricted
decision, the ranking result of u2 and u5 under t1 and u1
and u5 under t2 are equivalent. And for the relaxed decision,
u2, u4 are good as u6 under the single time t2. In contrast,
the proposed method has better distinguishing ability, which
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TABLE 24. Choice values and decision values under t1t1 and t1t2.

TABLE 25. Choice values and decision values under t2t1 and t2t2.

TABLE 26. Tabular representation of final decision value dp.

is reflected in the absence of equivalence relation between
enterprises. There are two main reasons for the differences.

(1) The method proposed in this paper makes a decision on
the basis of the time set T = {t1, t2}, which fully considers the
dynamicity of information. Meanwhile, the proposed method
paysmore attention to recent information under t2. In terms of
the real-time degree of information, the information under the
single time t1 is relatively lagging relative to the single time
t2. That’s why the ranking result obtained by the method [32]
under the single time t1 are obviously different from the other
two. Further, the information under the single time t2 and the
time set T = {t1, t2} is biased towards the recent information,
so the ranking result computed by the method [32] under the

FIGURE 2. The final decision value under different λ for restricted
decision.

single time t2 and the proposed method under the time set
T = {t1, t2} are slightly different.
(2) It can be seen that the ranking results based on the

method in [32] only consider the information under the single
time t1 or t2. However, the ranking result obtained by the
proposed method not only considers the information at both
the single times t1 and t2, also considers the information under
the compound times t1t2 and t2t1. From the perspective of
information coverage, the proposed method contains more
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TABLE 27. The final decision value under different λ for restricted decision.

TABLE 28. The final decision value under different λ for relaxed decision.

TABLE 29. Ranking results under different λ.

TABLE 30. Decision value dp
S

and dp
L under t1 and t2.
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TABLE 31. A comparative study with the existing method.

FIGURE 3. The final decision value under different λ for relaxed decision.

comprehensive information, so it has a stronger distinguish-
ing ability than the previous method [32].

In general, compared with the method [32] which only
considers a single time, the proposed method significantly
improves their disadvantages and makes the results more
scientific and consistent with facts. Therefore, the method
proposed in this paper has obvious effectiveness and supe-
riority.

VI. CONCLUSION
Paraconsistent soft sets are effective tools for addressing
issues involving both incomplete and inconsistent informa-
tion. However, they can only describe the information at a
certain time, and cannot analyze information which changes
with time and presents dynamic in the real word. Considering
time factor, this paper extends the concept of paraconsistent
soft sets to dynamic paraconsistent soft sets. Then, we define
dynamic paraconsistent soft subsets, complement, ‘‘AND’’,
restricted intersection, relaxed intersection, restricted cross,
and relaxed cross. In order to apply dynamic paraconsistent
soft sets to decisionmaking, we also present the definitions of
dynamic paraconsistent soft decision system, compound time
choice value, compound time decision value, compound time
weighting vector and final decision value. Moreover, we con-
struct a dynamic paraconsistent soft set decision algorithm,
to address issues changing with time and involving both
incomplete and inconsistent information. Further, to prove the
feasibility and effectiveness, this paper applies the algorithm
to a loan problem for small and micro enterprises. Finally,

a sensitivity analysis and a comparative analysis with the
previous method are performed.

In reality, multi-attribute decision making is often influ-
enced by the preferences of decision makers. Future work
could learn from the concept of dominance relation [35]
to realize the four-valued logic representation of preference
relationship of decision makers, by expressing the prefer-
ence model as logical statements in the decision rule. Fur-
ther, a multi-attribute decision making algorithm based on
dynamic paraconsistent soft set that considers the preference
information of the decision maker could be constructed.
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